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Summary 

The world’s energy systems are experiencing a transition towards increased renewable 
integration. As renewable energy generation (such as wind and solar) fluctuates, energy 
systems require possibilities to enable flexible operations in power supply and demand.  
On the demand side, it is required that building energy-management systems adapt the 
energy consumption to fluctuations in supply – the so-called demand response and demand-
side management. One of the greatest challenges of demand-side management is the 
activation of flexibility resources that depend on the availability of flexibility potentials, the 
technical implementation and control of flexibility, and market penetration of flexibility 
services. Consequently, the activation of flexibility potentials in energy systems (e.g. building 
energy systems) is an important milestone in the development and realization of demand-
side management.  

For building heating systems, this thesis investigates the activation of demand flexibility of 
power-to-heat conversion and thermal energy storage buffer tanks in the framework of 
residential and office buildings. Three major case studies are presented: 

First, a simulation case study identifies the main dynamic characteristics of demand flexibility 
of building heating systems, including power-to-heat (heat pumps and electric heating) and 
thermal energy storage buffer tanks (water, phase change materials, and thermochemical 
materials). The characteristics of demand flexibility describe the dynamic behaviour and 
include the amount of energy to be shifted, the power shifting potential (i.e. the evolution  
of power demand and availability over time), and energy costs as an incentive to regulate 
demand flexibility. To exploit and control demand flexibility, this case study shows how 
optimal control strategies can integrate these dynamic characteristics. 

Second, an experimental case study applies an artificial neural network – a model predictive 
controller to optimize demand flexibility, which aims to minimize the operational costs of 
energy consumption and maximizes self-consumption. The model predictive controller is 
implemented in a residential heating system to demonstrate that it can be deployed to 
maximize demand flexibility. This first experimental case study shows that an optimal  
control framework can integrate many control objectives to maximize demand flexibility, 
which offers the possibility to regulate energy consumption, on-site generation, grid 
consumption, and grid feed-in. 
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Third, another experimental case study is presented that demonstrates the application of a 
model predictive controller under real-time pricing. Real-time pricing, including day-ahead 
prices and imbalance prices, is used to test a flexibility service, which offers a dynamic 
optimization to facilitate the adaption of energy consumption to errors in forecasting 
renewable energy generation. The flexibility service is validated in a heating system of a 
detached house with a heat pump and thermal energy storage tanks for domestic hot water 
and space heating. This study shows that model predictive controllers can activate the 
demand flexibility of building heating systems through innovative flexibility services. 

This thesis presents the successful integration of model-based predictive controllers into 
real-life applications. This enables the activation of demand flexibility of building heating 
systems in relation to the power grid and paves the way to accelerate the energy transition 
towards renewable integration. 
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1 
Introduction 

1.1  Background 

“The rise of solar PV and wind power gives unprecedented importance to the flexible 
operation of power systems in order to keep the lights on“ [1]. In the World Energy Outlook 
2018 [1], the International Energy Agency (IEA) argues that a radical change of power 
systems is needed towards flexible operations to achieve reliability and stability for future 
energy systems. Therefore, it is important to create and use energy system flexibility with 
new system interconnections, innovative energy storage technologies, and demand-side 
management (DSM) strategies, including demand response (DR). In DSM and DR,  
system flexibility is a measure of both supply flexibility and demand flexibility [2].  
 

 

Figure 1.1. Demand flexibility in demand-side management (DSM); layer “DSM” adapted from [2,3];  
layer “DSM programs to activate demand flexibility” including demand response (DR) adapted from [4]. 
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For example, power generation units can provide supply flexibility to the power grid by 
modifying their power output. However, for large amounts of renewable integration, 
demand flexibility is required to adapt energy demands to fluctuations in supply.  
Figure 1.1 shows demand flexibility as a feature of system operations in DSM. 

Demand flexibility of buildings has become an attractive option to mitigate intermittency 
issues because buildings account for 30-40% of total energy consumption [5]. Building 
energy systems can provide potential demand flexibility that relates to the electricity 
consumption of electric vehicles and smart appliances (e.g. white goods such as washing 
machines, dishwashers, and refrigerators). Furthermore, power-to-heat systems that convert  
electrical to thermal power can increase the potential demand flexibility of buildings.  
In building heating systems, electric heat pumps (HPs) can be used for power-to-heat 
conversion [6]. The combination of power-to-heat and thermal energy storage (TES) options, 
such as building thermal mass and TES buffer tanks, including water, phase change materials, 
and thermochemical materials [7,8], are effective measures to provide demand flexibility. 

1.1.1 Demand flexibility of power-to-heat and thermal energy storage 

Combinations of HP and TES are an important part of a building’s demand flexibility  
portfolio [9,10]. Unlike less flexible household electrical appliances, such as lighting  
(i.e. without a battery system), the operation of HPs with TES can be paused and shifted 
without compromising occupant comfort [11]. However, it is essential to keep the indoor 
temperature and operative room temperature within comfort boundaries while applying  
load shifting and providing demand flexibility.  

As HP and TES are primary sources of demand flexibility, their technical characteristics and 
thermal properties affect the load shifting potential. HP systems can be characterized by the 
following: minimum and maximum capacity, ramping capacity up and down, the maximum 
change rate of compressor speed, compressors’ minimum run and pause time, and the 
performance coefficient (COP) [10]. TES characteristics comprise the following: storage 
capacity, charging and discharging rate, charging and discharging temperature levels, and 
thermal losses [12]. These characteristics are necessary to describe the dynamic behaviour 
and to quantify the demand flexibility of building energy systems, including HP and TES. 

To identify demand flexibility of buildings, including TES systems, an early study investigated 
the shifting potential of electricity consumption for heating systems [13]. The study 
determined that the amount of energy to be shifted is an essential characteristic of demand 
flexibility. In recent studies, the potential of power shifting (i.e. the evolution of power 
demand and availability over time) has extended the definition of demand flexibility [14–16]. 
Power shifting was defined as the duration of a shift in power that can be maintained at a 
given moment in time [14].  
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In addition to preliminary definitions that exclusively used energy and power to describe 
flexibility, energy costs were included in the definition of demand flexibility [17]. For 
example, energy costs were associated with the activation of power shifting of a storage 
capacity. The costs were presented as cost curves and showed the costs of energy 
consumption as a function of flexibility, in other words, the amount of energy to be shifted 
[17]. Consequently, energy costs, the amount of energy, and the power shifting potential are 
the main characteristics of demand flexibility (Figure 1.1). 

1.1.2 Demand flexibility indicators for energy systems in buildings 

To provide an accurate measure for demand flexibility, researchers created flexibility 
indicators (i.e. key performance indicators (KPIs) of demand flexibility) [18,19] (Table 1-1). 
Flexibility indicators can quantify all possible characteristics of demand flexibility in terms of 
energy costs, the amount of energy, and the power shifting potential. Researchers, 
designers, and policymakers can use these flexibility indicators in addition to conventional 
KPIs (such as total energy consumption, total primary and net energy use, and total costs of 
energy usage) to determine the overall energy performance of buildings. 

Table 1-1. Summary of key performance indicators (KPIs) of demand flexibility, adapted from [18–23]. 

KPI Definition Reference 

Available storage 
capacity 

The amount of energy shifted during optimal 
control compared with reference control. [14] 

Grid feed-in 
The amount of energy generated on-site and 
exported to the power grid. 

[24] 

Flexibility (volume 
shifted) 

The amount (volume) of energy shifted during an 
event in which procurement costs are avoided. 
The load shift is compared with reference control. 

[25] 

Forced flexibility 
The amount of excess energy stored during a 
flexibility event. [13,15] 

Delayed flexibility 
The amount of energy postponed during a 
flexibility event. For instance, discharging of TES 
reduces the grid energy consumption. 

[13,15] 

Annual mismatch 
ratio 

The annual difference between the amount of 
energy consumed and on-site generation, 
calculated as an hourly average. 

[20] 
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Peak power 
generation 

The peak power of on-site generation normalised 
by the designed grid connection capacity. 

[26] 

Peak power load 
The peak power of energy consumption 
normalised by the designed grid connection 
capacity. 

[26] 

Power shifting 
capability 

The difference between power consumption 
during optimal control and reference control. 

[14] 

Cost curves 
The graphical interpretation of energy costs 
associated with load shifting. 

[17] 

Cost deviation 
The difference between total daily energy costs of 
optimal control and reference control. 

[27] 

Flexibility factor 
The potential shift in energy consumption for 
heating from high-price to low-price periods. 

[28] 

Flexibility 
(procurement costs) 

The avoided procurement costs by applying load 
shifting. 

[25] 

Total supply spread 

The ratio of electricity prices and costs of 1 kWh 
of a conventional heat generator (boiler) to the 
costs of 1 kWh of primary energy consumed by 
cogeneration. 

[29] 

Storage/Shifting 
efficiency 

The ratio between discharging and charging 
events over an optimal control horizon compared 
with reference control. 

[14,28] 

Grid support 
coefficient 

The ratio of electricity consumption profiles and 
generation profiles to a time-resolved reference 
quantity to express the availability of electricity in 
the public power grid. 

[30] 

Self-consumption 
(supply cover factor) 

The ratio of direct consumption of on-site 
generation to the total on-site generation. 

[26] 

Self-generation (load 
cover factor) 

The ratio of direct consumption of on-site 
generation to the total electrical demand. 

[26] 

Maximum hourly 
surplus 

The maximum hourly ratio of direct consumption 
of on-site generation to the total electrical 
demand. 

[20] 

Maximum hourly 
deficit 

The maximum hourly ratio of storage discharging 
rates compensating direct consumption of on-site 
generation to the total electrical demand. 

[20] 
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Flexible energy 
efficiency 

The ratio of the amount of energy shifted during 
an event to the rebound energy, which is the 
amount of energy used outside an event 

[21] 

Loss of load 
probability 

The percentage of time during which the energy 
consumption is not covered by on-site 
generation. 

[26] 

Demand recovery 
ratio 

The ratio of energy consumption during a 
flexibility event to the required minimum energy 
consumption. 

[31] 

Generation multiple 
The ratio of generation peak power to energy 
consumption peak power. 

[26] 

Capacity factor 
The ratio of the amount of energy exchanged 
with the grid to the nominal connection capacity. 

[26] 

Dimensioning rate 
The ratio of the maximum amount of energy 
exchanged with the grid to the nominal 
connection capacity. 

[26] 

Grid control level 
The ratio of the sum of second and third priority 
loads (energy consumption) to the total energy 
consumption. 

[32] 

Grid interaction index 
The ratio of energy exchange between building 
and grid (net energy) to the maximum of net 
energy for a time interval. 

[20,33] 

 
 
A review of the flexibility indicators (Table 1-1) reveals that KPIs were developed to quantify 
demand flexibility according to the characteristics of energy costs, the amount of energy, or 
the power shifting potential. For example, the KPI “the available storage capacity” focuses  
on load shifting using storage systems whereas the KPI “self-consumption” targets on-site 
generation. On the other hand, researchers have also aimed to create generic flexibility 
indicators for building energy systems [34,35]. The flexible performance indicator (FPI) was 
introduced to capture all relevant parameters of the dynamic interaction in building energy 
systems [34]. The FPI is calculated as the weighted sum of the response time, the committed 
power, the recovery time, and the actual energy variation. The weighting factors were 
assumed constant and retrieved from empirical data.  

Indicators of self-consumption of on-site generation have predominated investigations  
of demand flexibility in buildings [23,36–42]. Furthermore, researchers have shown an 
increasing interest in evaluating flexibility indicators that present grid-interaction services 
[23,26,30,36,41,43].  
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These indicators can help system operators to measure the building to grid interaction and 
to show the performance of the local grid, including a building’s demand flexibility. 

Researchers have also become increasingly interested in studying cost-oriented flexibility 
indicators [44,45]. Cost-oriented flexibility indicators can demonstrate the economic benefit 
of load shifting and can help system operators to regulate net power exchange between the 
building and the grid. As these indicators can incorporate time-varying electricity prices, 
demand flexibility can be facilitated through existing power market mechanisms. For 
example, power balancing and spot markets offer real-time pricing (RTP) signals to trade 
electricity between suppliers and consumers. As RTP includes electricity prices, such as day-
ahead, intra-day, and imbalance prices, these pricing signals can be used to stimulate load 
shifting and control demand flexibility [4,46–48]. 

1.1.3 Control of demand flexibility in buildings 

This section discusses the challenges to control demand flexibility. For clarity on the 
terminology regarding control possibilities for demand flexibility in buildings, the reader is 
referred to [18]. 

Control signals for demand flexibility 

To activate a building’s demand flexibility, system operators provide price-based signals 
(PBS), such as RTP, time-of-use tariffs (TOU), and critical peak pricing (CPP) [4,46,49]. RTP 
represents dynamic pricing over the day, whereas TOU and CPP are sets of electricity rates 
that are constant for several minutes to several hours. Dynamic pricing signals have been 
used in building energy management systems to study the costs of demand flexibility. An 
increase of demand flexibility was determined while reducing the total operational electricity 
costs [49–51]. In [49–51], it was concluded that the use of dynamic pricing signals in building 
energy management systems results in the activation of a building’s demand flexibility. 
However, it is important to note that a building’s differential price responsiveness over  
the day and hourly pricing variations constitute the degree of demand flexibility [52]. 

To enable a building’s demand flexibility, system operators can also provide incentive-based 
signals (IBS), which are direct payments to the consumers to adapt their energy consumption 
[4,49]. Consumers can receive IBS that consist of prices, consumption constraints, and power 
limitations [46,49]. IBS are, for example, a type of direct load control, curtailable load, and 
demand-side bidding [49]. For instance, direct load control for short-term flexibility (1 to 30 
min of notification time before real-time) was suggested to maintain system reliability [46]. 
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Current DR programs and real-time power markets use direct load control (including IBS)  
and indirect load control (including PBS). Both IBS and PBS can contribute to regulating a 
building’s energy consumption and demand flexibility [46,49]. To exploit the full potential of 
buildings’ demand flexibility in power markets, researchers investigated strategies to include 
the provision of demand flexibility into existing real-time markets [53,54]. For example, a 
demand-side bidding process was investigated to activate flexibility in three different 
markets: an option market, a spot market, and a flexibility market [53]. The option market 
trades flexibility capacity days before potential usage, the spot market trades electricity the 
day-ahead up to 1 h before real-time and the flexibility market achieves close to real-time 
regulation of flexibility. Through the aggregation of flexibility units, controllable loads, 
generators, and storages could participate in real-time markets. This was also made 
possible by simplifications regarding the provision of flexibility by assuming one-way  
bidding in flexibility markets. Moreover, another recent study investigated a simplification 
from complex to one-way trading of demand flexibility [54], which suggested the application 
of one-way trading to a longer trading horizon to provide demand flexibility to real-time 
markets. 

Control objectives for demand flexibility 

Through the participation of consumers providing demand flexibility in real-time power 
markets, the primary objective of consumers was found in minimizing the expected costs  
of a building’s electricity consumption. Recent work on the demand flexibility of buildings  
has adopted a wider perspective of building performance assessment [55–57]. More 
precisely, the carbon emissions that originate from energy production can affect a building’s 
energy performance. Therefore, an alternative control signal was investigated – the grid 
carbon intensity [55–57], which is the amount of CO2 emitted per unit of energy 
consumption. Implementing the carbon intensity as a control signal can minimize the CO2 
emissions of energy consumed by buildings [57]. It is important to note that using carbon-
based and price-based control signals can lead to conflicting objectives in energy 
management systems. For example, in northern Europe, hydropower accounts for a large 
proportion of power generation. Hydropower plants typically operate during periods of high 
energy demand. As the demand drives the electricity prices, prices of energy consumption 
remain high throughout periods of high demand, which continue into periods of low CO2 
emissions [58].  

The effect of contradicting control objectives on the regulation of demand flexibility was also 
observed for load shifting of a building’s energy consumption while maintaining occupant 
comfort through advanced control. The control objective included minimizing energy  
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costs and maintaining thermal comfort. A deviation from thermal comfort boundaries was 
penalized and it was concluded that providing demand flexibility through load shifting results 
in a deviation from thermal comfort and, thus, always leads to higher operational costs [17]. 

The effect of contradicting control objectives was also observed for a combined price-based 
and self-consumption control [42]. For price-based control, energy consumption was shifted 
to night-time, whereas for self-consumption, control load shifting was applied during the 
daytime to maximize on-site generation. It was concluded that both control objectives  
used the potential demand flexibility. However, the largest peak shaving and lowest  
grid-interaction were noticed for self-consumption control. 

Control methods for demand flexibility 

Increasing self-consumption, reducing energy costs, reducing energy consumption, load 
shifting, and peak shaving are the primary control objectives used to regulate demand 
flexibility [18,23]. The control of the building energy systems manages the demand flexibility 
and adapts the electricity consumption accordingly. Early studies applied the simplest 
control strategy that included a set of rules to regulate a building’s energy consumption – 
the so-called rule-based control (RBC) [19,24]. For example, a proportional-integral 
controller was used to regulate the temperature set points of floor heating and radiator 
systems, and demand flexibility was quantified for load shifting [14]. In a recent example, an 
RBC strategy was applied to adapt the indoor temperature setpoints. The demand flexibility 
was calculated for load shifting and peak shaving [59]. In another example, RBC was used to 
study self-consumption of on-site generated PV power [24]. The RBC regulated the amount 
of energy exchanged between the building and the grid while maximizing self-consumption  
and minimizing grid feed-in [24]. Studies [14,24,59] showed that RBC is a simple and 
effective strategy to control the demand flexibility of buildings. Furthermore, RBC strategies 
have the advantage of robust control and ease of implementation through fixed scheduling 
[18]. One of the disadvantages of RBC strategies is that they cannot adapt to varying 
operating conditions. To compensate for this disadvantage, recent work on the demand 
flexibility of buildings investigated predictive RBC (PRBC) [56,60]. For example, PRBC was 
used to reduce energy costs, annual CO2 emissions, and peak load. On the one hand, the 
PRBC could effectively reduce peak loads using a predefined schedule. On the other hand, 
the PRBC was not suitable for reducing operational energy costs and CO2 emissions [56].  
In another example, a PRBC was developed that included a sliding schedule and a moving 
average of temperature setpoints. The developed PRBC resulted in decreased costs of 
electricity consumption [60]. For RBC and PRBC, however, the major disadvantage is their 
inability to incorporate time-varying disturbances, complex dynamic control signals, and non-
linear and time-varying dynamics, which require more advanced control strategies [18]. 
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Model predictive control (MPC) is an advanced control strategy that can optimize the energy 
consumption of buildings and implement any time-varying dynamics and disturbances. MPC 
strategies require formulating an optimal control problem (OCP). The OCP integrates an 
objective function that can, for example, maximize self-consumption or minimize the total 
operational energy costs [36]. The MPC solves the OCP and, therefore, a system model is  
used that anticipates future control actions over the control horizon. The system model 
implements the objective function, the control signals, the disturbances and the constraints, 
and predicts the future states over the prediction horizon [18,61]. Studies on buildings’ 
demand flexibility have typically applied a 24 h prediction horizon in MPC formulations [62].  
It is important to note that the prediction horizon and the control horizon can differ from 
each other. While the prediction horizon denotes the computation of MPC’s entire time 
horizon, the control horizon refers to the time of computation of MPC’s future control  
actions [61]. 

Recently, MPC strategies have been applied to increase the demand flexibility of buildings 
[45,55]. For example, a co-simulation framework was used to investigate the advantages of 
MPC over conventional RBC in a residential building. The MPC realized increase demand 
flexibility while minimizing energy consumption, costs of energy consumption, and CO2 
emissions [55]. In another example, an MPC reduced total electricity costs and improved 
occupants’ comfort. The potential demand flexibility was activated through load shifting of 
energy consumption from on-peak to off-peak periods of electricity prices [45]. The 
examples demonstrate that MPC strategies are superior to RBC strategies regarding optimal 
control of buildings’ energy consumption and demand flexibility.  

So far, to study MPC in buildings, researchers have focused on simplified system models  
such as linear state-space models [61], transfer functions, and step response models [63]. 
Linearization of the model for MPC can be very efficient for online optimization due to the 
ease of implementation and low computational effort of solving the OCP [61,63]. However, 
for online optimization, linear system models have shown a low performance in predicting 
energy consumption. A more detailed MPC modelling approach that incorporates 
nonlinearities of the energy system can improve prediction performance [61,64].  
For online optimization, additionally, a shorter prediction time step can increase the 
prediction accuracy of MPC [65]. On the other hand, shorter prediction time steps and more 
complex modelling approaches pose a significant challenge in the computational effort of 
solving the OCP in MPC.  

Due to the high computational complexity of MPC, advanced building control started  
to focus on the development of reinforcement learning (RL) [18]. In contrast to MPC, RL 
controllers do not necessarily require employing a system model. The RL controller learns  
the control actions, including mapping of trial and error interactions between the system and 
the environment. At each combination of systems states and control actions, RL determines 
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the feedback, also called reward or reinforcement. For each start and goal of states, the RL 
controller maximizes the sum of the rewards and obtains the optimal policy of control 
actions accordingly [18,66]. The optimal policy represents the control objective, such as the 
costs of energy consumption, and it can be retrieved from model-free and model-based RL. 
Whereas model-free RL applies simple learning strategies such as look-up tables, model-
based RL uses advanced learning strategies such as deep RL to approximate value functions 
and to receive the optimal policy [18,67]. RL controllers have been applied to investigate the 
demand flexibility of buildings [68,69]. For example, a model-based RL controller enabled the 
provision of demand flexibility of a cluster of buildings through Q-learning and extended joint 
action learning as a policy learning strategy [69]. In another example, a hybrid RL strategy 
was applied to decrease the energy consumption of domestic hot water production while 
meeting occupant comfort requirements and increasing demand flexibility through load 
shifting. The hybrid RL also overcomes one of the main disadvantages of RL, the curse of 
dimensionality of optimal policy actions. The hybrid RL, therefore, implements a heuristic 
optimization algorithm for policy learning [68]. Through policy-side learning, the RL 
controller learns by solving the optimization. Once a combination of systems states, control 
actions, and optimal policy is learned, the RL controller does not need to solve this 
optimization problem accordingly. This is the major difference between model-based RL  
and MPC. As RL and MPC have shown to be superior to RBC strategies, researchers have 
suggested using these advanced control strategies to regulate demand the flexibility of 
buildings. 

1.2  Objectives and research questions 

Load balancing between the power grid and building energy systems requires exploiting  
the full potential of buildings’ demand flexibility. One of the greatest potentials of buildings’ 
demand flexibility lies in building heating systems including power-to-heat and TES, which  
are characterized by their dynamic behaviour. It is, thus, crucial to include these dynamic 
characteristics in the control of building energy systems to activate buildings’ demand 
flexibility. As the activation of demand flexibility depends on the chosen control strategy,  
it is essential to create control methods that can cope with the dynamic behaviour of 
building energy systems. As optimal control is a promising control strategy that can 
implement time-varying dynamics and disturbances, the present study examines the 
following four research questions concerning optimal control of demand flexibility for 
building heating systems, including power-to-heat and TES: 
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(1) To exploit the potential of buildings’ demand flexibility, control strategies must 
implement the dynamic characteristics of building energy systems with power-to- 
heat and TES systems, including water, phase-change materials, and thermochemical 
materials. Thus far, the dynamic behaviour of power-to-heat and TES systems is not 
investigated for advanced control such as optimal control of demand flexibility.  

How can the main dynamic characteristics of demand flexibility of building heating 
systems, including power-to-heat and TES, be integrated for optimal control? 

(2) To activate demand flexibility in building energy systems, current advanced control 
strategies integrate only a single control objective, such as costs of energy consumption 
or thermal comfort. Thus far, there is no uniform formulation to integrate many control 
objectives into optimal control while maximizing demand flexibility.  

What optimal control strategy activates the optimization of demand flexibility while 
integrating many control objectives? 

(3) Optimal control strategies can adapt to time-varying dynamics, disturbances, and real-
time pricing. Thus far, optimal control strategies have been extensively investigated in 
simulation case studies and only a few studies have been validated in experimental case 
studies. Furthermore, real-time implementations of optimal control methods for  
demand flexibility have not been designed. 

What optimal control method activates online optimization of demand flexibility? 

(4) Using real-time pricing from real-time power markets, optimal control methods can 
enable dynamic optimization of demand flexibility. Until now, real-time power markets 
use complex price-based trading algorithms such as intra-day pricing to exploit demand 
flexibility potentials. However, current real-time power markets lack implementation  
of flexibility services. 

What flexibility service creates dynamic optimization of demand flexibility under real-
time pricing? 
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1.3  Research methodology and thesis outline 

The previous sections introduced the main challenges to activate demand flexibility of 
buildings. For demand flexibility of heating systems in buildings, the problem statements  
were formulated. This section provides further details on the methods that were applied.  
The methods are described according to the four main research questions: 

Research question (1): To identify the characteristics of demand flexibility, a comprehensive 
literature study of demand flexibility of buildings was performed. All aspects of demand 
flexibility were extracted from the literature studies. A simulation case study (Chapter 2) 
identified and quantified the demand flexibility of power-to-heat and TES buffer tanks that 
include water, phase change materials, and thermochemical materials (Figure 1.2).  
To activate TES systems, HP and electric heating were used as power-to-heat. HPs can 
guarantee a maximum condenser outlet temperature of up to 60 °C [70] or even 70 °C [71], 
which is ideal for charging buffer tanks that include water and phase change materials. For 
buffer tanks that include thermochemical materials, we assumed additional electric heating 
to charge the TES to higher temperatures of up to 120 °C. 
 

 

Figure 1.2. Simple process flow diagram of building heating system (simulation case study – Chapter 2). 

To enable the full potential of buildings’ demand flexibility, the simulation case study 
implemented an optimal control framework (Figure 1.3). This framework integrated the 
optimization scheme, the objective function, grid signal support, weather forecasting, and 
models of the system components. For the TES models, performance maps of TES were 
introduced to implement the dynamic characteristics of various TES technologies [12].  

As the dynamic behaviour of a building’s energy system is essential to describe demand 
flexibility, performance indicators are used to quantify demand flexibility. In the simulation 
case study, key performance indicators were determined according to the characteristics of 
demand flexibility in terms of energy costs, the amount of energy, and the power shifting 
potential.  
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Figure 1.3. Framework of optimal control of building heating system (simulation case study –  
Chapter 2). 

Research question (2): For the activation of buildings’ demand flexibility, a comprehensive 
literature study of control methods, control strategies, and control objectives was 
performed. Special attention was paid to control objectives implemented in conventional 
and optimal control strategies to regulate demand flexibility. 

 

Figure 1.4. Methodological framework of the economic model predictive controller (EMPC) 
(experimental case study 1 – Chapter 3). 
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An experimental case study (Chapter 3) was used to introduce a control strategy that 
maximizes demand flexibility. The control strategy included a new objective function that 
enables the implementation of many control objectives for demand flexibility. The control 
strategy was applied in the framework of an economic model predictive controller (EMPC), 
which consisted of an artificial neural network – model predictive controller (ANN-MPC) 
(Figure 1.4). The ANN-MPC regulated the building heating system using black-box and white-
box modelling. The black-box models identified the building and heating system (i.e. 
conventional condensing boiler). The white-box models virtually installed PV and HP to 
simulate onsite renewable generation and power-to-heat to activate buildings’ demand 
flexibility in relation to the power grid. Similar to the previous simulation case study, the first 
experimental case study integrates key performance indicators to quantify buildings’ 
demand flexibility.  

Research question (3): In the first simulation case study and the first experimental case 
study, an optimal control framework was introduced to establish a system model that can 
perform fast in an online optimization. The system model was also developed as a plug-and-
play solution to integrate different modelling techniques (e.g. black-box, grey-box, and 
white-box models). In the second experimental case study, the system model (Chapter 4) 
was comprehensively tested in a real-life application (Chapter 5) for dynamic optimization of 
demand flexibility of a building heating system that includes power-to-heat (HP) and TES 
buffer tanks (Figure 1.5).  
 

 

Figure 1.5. Flow diagram of the building heating system (experimental case study 2 – Chapter 4&5). 
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Research question (4): The second experimental case study (Chapter 5) also introduced a 
new flexibility service for real-time power markets. The flexibility service consisted of a one-
way trading pattern, including day-ahead and imbalance electricity prices. The one-way 
trading pattern was tested in a real-life application of a building heating system and included 
HP and TES buffer tanks. Similar to the previous case studies, the second experimental case 
study integrates key performance indicators to quantify buildings’ demand flexibility. 

The results of this research are shown in the following four chapters (2-5), which are 
identical to the journal articles:  

• Chapter 2: C. Finck, R. Kramer, R. Li, and W. Zeiler, “Quantifying demand flexibility of 
power-to-heat and thermal energy storage in the control of building heating 
systems”, Applied Energy 209 (2018):pp. 409-425. 

• Chapter 3: C. Finck, R. Li, and W. Zeiler, “Economic model predictive control for 
demand flexibility of a residential building”, Energy 176 (2019):pp. 365-79. 

• Chapter 4: C. Finck, R. Li, and W. Zeiler, ”Identification of a dynamic system model 
for a building and heating system including heat pump and thermal energy 
storage”, MethodsX 7 (2020) 100866. 

• Chapter 5: C. Finck, R. Li, and W. Zeiler, ”Optimal control of demand flexibility under 
real-time pricing for heating systems in buildings: A real-life demonstration”,  
Applied Energy 263 (2020) 114671. 

A comprehensive discussion and conclusion finalize this thesis. The outline of the thesis is 
presented in Figure 1.6. 



16                                                                                                                                                         Chapter 1 

 

Figure 1.6. Schematic diagram of the thesis. 
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Abstract 

In the future due to continued integration of renewable energy sources, demand-side 
flexibility would be required for managing power grids. Building energy systems will serve  
as one possible source of energy flexibility. The degree of flexibility provided by building 
energy systems is highly restricted by power-to-heat conversion such as heat pumps and 
thermal energy storage possibilities of a building. To quantify building demand flexibility,  
it is essential to capture the dynamic response of the building energy system with thermal 
energy storage. To identify the maximum flexibility a building’s energy system can provide, 
optimal control is required. In this paper, optimal control serves to determine in detail 
demand flexibility of an office building equipped with heat pump, electric heater, and  
thermal energy storage tanks. The demand flexibility is quantified using different 
performance indicators that sufficiently characterize flexibility in terms of size (energy),  
time (power) and costs. To fully describe power flexibility, the paper introduces the 
instantaneous power flexibility as power flexibility indicator. The instantaneous power 
flexibility shows the potential power flexibility of TES and power-to-heat in any case of 
charging, discharging or idle mode. A simulation case study is performed showing that a  
water tank, a phase change material tank, and a thermochemical material tank integrated 
with building heating system can be designed to provide flexibility with optimal control.   
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2.1   Introduction 

With the increasing application of distributed energy generation, attuning energy 
consumption to energy generation has become an attractive mitigation strategy for 
intermittency issues [1]. The ability to control electrical energy consumption based on power 
grid incentives is called demand response (DR) [2]. Special attention has been given to the 
energy consumption of buildings which plays a major role in global energy demand [3].  
The DR of buildings is comprised of the ability to control the electricity demand profile [3]. 
The deviation from the reference demand profile is the demand flexibility of buildings [3,4]. 

A summary of quantification methods for the energy flexibility of buildings is provided by 
Lopes et al. [3], in which characterization of energy flexibility refers to a demand increase as 
negative flexibility and a demand decrease as positive flexibility [5,6]. Nuytten et al. [7] 
calculated the energy flexibility of a combined heat and power (CHP) system with thermal 
energy storage (TES) wherein flexibility was related to shifting of the electrical consumption 
in time, expressed as the number of hours of delayed operation. The authors in [7] 
introduced the concept of forced and delayed flexibility. With forced flexibility, a period is 
determined in which a system is forced to store excess energy. Delayed flexibility describes a 
period in which a system is requested to postpone and reduce energy consumption, for 
instance, by discharging storage. The method of forced and delayed flexibility provides 
information about time periods with constant power but does not consider power variations 
over time. Based on the work of D’hulst et al. [8] and Reynders et al. [9], Stinner et al. [6] 
introduce power flexibility using power curves, defined as a time-dependent difference 
between maximum and reference power. Power flexibility is required to determine flexibility 
towards power grid stabilization. Recent studies about demand flexibility of buildings suggest 
costs as an additional dimension of flexibility [4,10]. De Coninck et al. [4] use conventional 
utility rates, including cost curves, associated with costs of flexibility. In the study of [4], 
flexibility refers to shifts in the power demand of the heating, ventilation, and air 
conditioning system (HVAC). Le Dreau et al. [10] suggest the flexibility factor as performance 
indicator measuring the potential flexibility during operation. The flexibility factor considers 
variable electricity price periods and indicates whether the controlled system is flexible 
enough to shift the heating demand from high to low-price periods. An overview of flexibility 
indicators is given by Clauß et al. [11]. The review describes performance indicators that 
relate to all dimensions of demand flexibility. The review also presents an overview of 
flexibility indicators that are assumed in conventional and modern, optimal control 
strategies. Clauß et al. [11] concluded that multiple indicators such as self-consumption,  
self-generation, flexibility factor, storage capacity, storage efficiency are not yet considered 
in optimal and model-predictive control. 
 



Chapter 2       25 

Potential demand-side flexibility sources have been determined by relevant studies [4–
10,12–20]. Electrical power-to-heat and thermal energy storage are identified as effective 
measures to provide flexibility [18–21]. Building-integrated TES technologies are classified 
into sensible (e.g. building thermal mass (BTM) and water), latent (e.g. phase change 
materials (PCM) and ice), and thermochemical materials (TCM) [22]. They can also be 
categorized as active TES (water, ice, PCM, and TCM tanks) and passive TES (BTM and PCM 
panels) [23,24]. Thermal energy storage can be an effective solution to attune energy supply 
and demand, combined with electrical appliances. To activate TES tanks with power-to-heat 
conversion, the working temperature range of the heat storage medium determines the 
minimum and maximum flexibility. For water tanks, charging and discharging temperatures 
in space heating (SH) and domestic hot water (DHW) supply is typically between 21 °C and  
95 °C [25]. In the case with charging temperatures higher than 95 °C, it is required that the 
tank equipment can manage high pressures. The use of thermal oil instead of water as 
storage medium can compensate for higher temperatures but has a comparably lower heat 
conductivity and specific heat capacity [25]. Adequate materials used as PCM in SH and DHW 
are presented by Cabeza [26]. The review describes inorganic and organic PCM with melting 
points up to 120 °C. TCM systems typically hydrate (discharging) above 40 °C and dehydrate 
(charging) between 80 – 120 °C [27–30]. Latest advances in TCM development include salt 
hydrates, such as CaCl2.6H20 or SrBr2

.6H2O with dehydration temperatures down to 52 °C 
[31]. Furthermore, a regeneration strategy (dehydration) is presented by Mette et al. [32] to 
enable the dehydration at lower temperatures. The regeneration includes a cascade system 
in which at least two TCM reactors are required. An experimental case study using zeolite-
water as TCM was performed that successfully reduced the dehydration temperature from 
180 to 130 °C at similar energy storage capacity [32]. 

Power-to-heat conversion with heat pumps (HP) is likely the most mature and favourable 
technology enabling flexibility in smart grid operations. Vanhoudt et al. [12] conducted an 
experimental study comparing actively controlled heat pumps to common reference 
installations. By aiming at peak shaving and load shifting due to renewable integration, the 
study successfully increased self-consumption and decreased grid feed-in. Heat pumps that 
participate in load matching markets were investigated by Salpakari et al. [20]. A heat pump 
and water thermal energy storage were successfully integrated into cost-optimal control to 
provide flexibility for wind and PV integration on an urban level. Considering low-order 
models for optimal control, the study presented a methodology that can be used as a tool by 
urban planners to analyse the potential flexibility [20]. Fischer et al. [14] reviewed heat 
pumps in the context of smart grid integration. The operation of HPs was discussed from a 
holistic perspective which included typical applied control approaches. Predictive and non-
predictive controls were compared and it was concluded that predictive control results in 
cost optimization but also in an increase in system complexity. Many studies [20,33–36] 
suggest the application of predictive control and optimal control to enable energy flexibility 
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of HPs with building integrated TES and for prediction of the dynamic behaviour of the 
system and system components. In a study by Berkenkamp et al. [37], dynamics of a water 
tank were integrated into an optimal control framework to outperform non-predictive 
control. However, due to computational complexity, low-order linear models were preferred 
above non-linear water tank models [36,38], PCM tank, and TCM tank models [4,13,39–46]. 
For water tanks, recent studies include more detailed storage models, such as one-
dimensional stratification models [37,47,48] to overcome inaccurate flow and return 
temperature predictions. This study integrates more detailed TES tank models (water tank, 
PCM tank, and TCM tank) in an optimal control framework to capture the complex storage 
dynamics that occur in heat transfer and mass transfer processes. The more detailed storage 
models are required to comprehensively present the demand flexibility of a building heating 
system with HP, electric heater, and TES tank.  

The main aim of this study is to investigate the demand flexibility of power-to-heat 
conversion with thermal storage regarding all three dimensions of flexibility; size (energy), 
time (power) and costs. Flexibility indicators are chosen to represent the energy flexibility 
(available storage capacity, storage efficiency), the power flexibility (power shifting 
capability), and flexibility regarding costs (flexibility factor). Additionally, a power flexibility 
indicator is introduced in this paper. The instantaneous power flexibility shows the potential 
power flexibility of TES and power-to-heat in any case of charging, discharging or idle mode. 
The instantaneous power flexibility is a crucial parameter for providing grid ancillary services 
towards the power grid. 

Furthermore, a simulation case study was performed to quantify the chosen flexibility 
indicators and demand flexibility in both reference and optimal control scenarios. For 
optimal control, a classical control strategy is chosen using day-ahead electricity prices as  
a control signal for the scheduling of power-to-heat and TES. Day-ahead and intra-day 
electricity markets are well-established energy markets aimed at matching energy supply 
and demand. Given that the flexibility relates to supply and demand-side is not yet 
considered in electricity markets, making a step towards the electricity markets requires 
identification and quantification methods for supply flexibility and demand flexibility.  
The methodology presented in this paper is thus essential. Section 2.2 describes the 
methodology and explains the building heating system. In section 2.2.1, an overview of 
models used for the building heating system is provided. In section 2.2.2, the models are 
employed in the framework of reference and optimal control. In section 2.2.3, adequate 
flexibility indicators are explained. Section 2.3 presents the simulation results and illustrates 
demand flexibility. 
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2.2   Methodology 

For the study of demand flexibility of building heating systems, a small-scale office building is 
assumed that is located in the Netherlands. The building heating demand of a typical winter 
day in March is determined due to internal gains (lighting, computers, and occupants) and 
external disturbances (weather conditions). The building heating system is equipped with a 
heat pump, electric heater, air-blown heat exchanger, and a thermal energy storage tank 
(Figure 2.1). 
  

 

 

Figure 2.1. Simple process flow diagram of building heating system. 

The heat pump and additional electric heating serve as power-to-heat conversion and  
the thermal storage tank (water tank, PCM tank, and TCM tank) as the source of flexibility.  
To investigate and compare the flexibility towards the power grid, reference and optimal 
control in the building heating system are presented. The reference control assumes a 
typical feed-back controller that uses the heat pump to supply heating. The optimal control 
integrates the heat pump and optional electric heating with a thermal energy storage tank 
and aims to optimize the total operational electricity costs. Hourly electricity prices serve as 
grid signal to optimal control and to optimize flexibility towards the grid. To show the 
performance of the reference and optimal control scenarios, indicators that relate to 
demand flexibility are presented. 

2.2.1 Modelling 

The models of the building heating system are implemented in a simulation framework using 
MATLAB2016a. For each model, a simulation time step of 1 s was used to solve equations to 
limit the truncation error of the TES model. 
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Heat pump model, air-blown heat exchanger model, and electric heater 
model 

The HP model uses a piecewise-linear interpolation function, including the condenser outlet 
temperature, the evaporation inlet temperature, and the heating capacity of the heat pump 
to calculate the coefficient of performance (COP), see Figure 2.2. Manufacturer data from 
Dimplex air-water heat pumps [49] is used to calculate the electrical power consumption  
and the corresponding COP. 

 

 

Figure 2.2. Performance of the air-water heat pump (HP). The coefficient of performance (COP) is a 
function of evaporator inlet temperature for different condenser outlet temperatures (35 °C, 45 °C,  
55 °C) and heating capacity of the heat pump (50%, 100%) [49]. 

The heat exchanger of the HP on the evaporator side is combined with an air-blown heat 
exchanger. The model of the air-blown heat exchanger assumes that the evaporator inlet 
temperature is a constant temperature source equal to the ambient air. The HP provides 
heating to the building and charges the TES tank. The condenser outlet temperature is 
considered as the inlet temperature of the radiant heaters and the inlet temperature of  
the TES tank during charging. The HP guarantees a maximum condenser outlet temperature 
of 60 °C, sufficiently charging water and PCM tanks. To load TCM tanks, temperatures higher 
than 60 °C are commonly required to activate the desorption process. In this study, the HP  
is used to preheat the TCM tank to 60 °C. Auxiliary electric heating provides higher charging 
temperatures. The model for the electric heater assumes that the heating power is equal  
to the electrical power consumption. 
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Building model 

A small-scale office building model was adopted from [50] with which the Building 
Resistance-Capacitance Modelling (BRCM) toolbox [51] was used for building modelling.  
An advanced resistance-capacitance (RC) network represents the building, including internal 
and external walls, multiple zones, windows, and the ambient environment. The BRCM 
toolbox uses constant heat transfer values for conduction in walls, convection, and radiation 
between walls and zones. The BRCM model has been validated with comparison to 
EnergyPlus. For this study, the BRCM toolbox was modified to simulate radiant heating by 
integrating the inlet and outlet temperatures of the radiant heater. A two-floor office 
building (135 m² floor area per floor) with a maximum of eight persons per floor is assumed 
[50]. The building consists of 7 rooms per floor and is composed of building elements  
(Table 2-1) containing concrete (0.73 W/(mK), 921 J/(kgK), 1920 kg/m3) and external  
mineral insulation (0.04 W/(mK),  830 J/(kgK), 90 kg/m3). 

Table 2-1. The building structure of two-floor office building [50]. 

Building elements Materials Thickness [m] 

External wall Mineral insulation; concrete 0.05; 0.30 

Internal wall Concrete 0.15 

Ceiling, floor Concrete 0.25 

 

Thermal energy storage models 

In the models, TES tanks are assumed to be cylindrical vessels. Figure 2.3 shows the design of 
the water tank, PCM tank, and TCM tank. 

The water tank is comprised of a vessel without an internal heat exchanger. The PCM and 
TCM tank include compartments of packed-bed reactors without any additional electric 
resistance. The number of compartments is a design decision as can be seen in Figure 2.4.  
The dimensions of the heat exchangers include the calculation of the pressure drop which is 
caused by the flow of the heat transfer medium through the internal heat exchanger of the 
PCM and TCM tank according to Equation 2-1 [52] 

 

∆𝑝𝑝 = �𝑉𝑉𝑑𝑑𝑑𝑑𝑑𝑑 ,𝑑𝑑𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡,𝐻𝐻𝐻𝐻, 𝑙𝑙𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡,𝐻𝐻𝐻𝐻 ,𝑃𝑃𝑃𝑃,𝑅𝑅𝑅𝑅,𝑁𝑁𝑁𝑁�                                                                     (2-1) 
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Figure 2.3. Schematic design of thermal energy storage (TES) tanks: (a) water tank; (b) packed-bed 
phased change material (PCM) tank with four compartments; c) packed-bed thermochemical material 
(TCM) tank with eight compartments. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.4. Flowchart design decision of TES tanks. 

Qmax,PCM/TCM tank 

Qmax,PCM/TCM tank = Qmax,water tank 

Qmax,water tank 
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A PCM tank with four compartments and a TCM tank with eight compartments is chosen.  

The PCM and TCM reactors consist of vertical copper tubes covered with the heat storage 
medium. In the reactor, a layer of heat storage medium (PCM or TCM) is applied to the 
surface of the copper tubes. Because such a layer may be impractical to add, current setups 
often make use of finned tubes. However, to simplify the simulation of the PCM and TCM 
layer, the heat exchanger is modelled with a layer of heat storage material. All TES tanks are 
insulated using a material 0.1 m thick with a thermal conductivity of 0.033 W/(mK) [53]. 

The heat and mass transfer of the TES tanks is mathematically formulated using a  
one-dimensional representation. Previous case studies have successfully used the one-
dimensional representation of water tanks [54–56], PCM tanks [57,58], and TCM tanks 
[59,60]. In this case study, the one-dimensional convection-diffusion-reaction equation  
[61–63] is applied to all TES tanks according to 

 

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 =  𝛼𝛼

𝜕𝜕2𝜃𝜃
𝜕𝜕𝑥𝑥2 −  𝑢𝑢

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 + 𝑓𝑓(𝜃𝜃),               0 ≤ 𝑥𝑥 ≤ 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚,          𝑡𝑡 ≥ 0,                             (2-2) 

 

𝜃𝜃(𝑥𝑥, 0) = 𝑓𝑓(𝑥𝑥),                      0 ≤ 𝑥𝑥 ≤ 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 ,                                                                    (2-3) 

 

𝜃𝜃(0, 𝑡𝑡) = 𝑔𝑔(𝑡𝑡),                       0 ≤ 𝑡𝑡 ≤ 𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚 ,                                                                     (2-4) 

 

𝜃𝜃(𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 , 𝑡𝑡) = ℎ(𝑡𝑡),                0 ≤ 𝑡𝑡 ≤ 𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚 ,                                                                     (2-5) 

 

where 𝑓𝑓(𝜃𝜃) is the reaction term, 𝜃𝜃 = 𝜃𝜃(𝑥𝑥, 𝑡𝑡) is the dependent variable, 𝛼𝛼 is a positive 
constant coefficient, 𝑢𝑢 is a positive constant speed, 𝑥𝑥 is the spatial coordinate, 𝑡𝑡 is time, 
and 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 is the range of the spatial domain. Here, f(x), g(t) and h(t) are functions that 
determine the initial conditions (2-3) and the boundary conditions (2-4, 2-5). 

The current study applies a finite difference (FD) method to numerically solve the one-
dimensional convection-diffusion equation [55,64,65]. The finite difference method uses  
an approximation to 𝜃𝜃 = 𝜃𝜃(𝑥𝑥, 𝑡𝑡) according to 

 

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 ≈  

𝜃𝜃𝑖𝑖+1 − 𝜃𝜃𝑖𝑖
∆𝑥𝑥 ,                                                                                                                   (2-6) 
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𝑥𝑥𝑖𝑖 = (𝑖𝑖 − 1)∆𝑥𝑥,                𝑖𝑖 = 1,2, …𝑀𝑀,             0 ≤ 𝑥𝑥 ≤ 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 ,                                     (2-7) 

 

𝑡𝑡𝑛𝑛 = (𝑛𝑛 − 1)∆𝑡𝑡,                𝑛𝑛 = 1,2, …𝑁𝑁,             0 ≤ 𝑡𝑡 ≤ 𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚 ,                                     (2-8) 

 

where ∆𝑥𝑥 is the spatial discretization and ∆𝑡𝑡 is the temporal discretization [65]. 

The simulation model integrates the discrete approximation with the implicit and 
unconditionally stable Crank-Nicolson [66] scheme which is more accurate than other  
FD-schemes with respect to the temporal truncation error 𝑂𝑂(∆𝑡𝑡2) [65]. The discrete  
form of Equation (2-2) is calculated according to 

 

𝛼𝛼
𝜕𝜕2𝜃𝜃
𝜕𝜕𝑥𝑥2 =  

𝛼𝛼
2 �

𝜃𝜃𝑖𝑖+1𝑛𝑛+1 − 2𝜃𝜃𝑖𝑖𝑛𝑛+1 + 𝜃𝜃𝑖𝑖−1𝑛𝑛+1

∆𝑥𝑥2 +
𝜃𝜃𝑖𝑖+1𝑛𝑛 − 2𝜃𝜃𝑖𝑖𝑛𝑛 + 𝜃𝜃𝑖𝑖−1𝑛𝑛

∆𝑥𝑥2 �                                      (2-9) 

 

𝑎𝑎
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 =  

𝑢𝑢
4 �

𝜃𝜃𝑖𝑖+1𝑛𝑛+1 − 𝜃𝜃𝑖𝑖−1𝑛𝑛+1 + 𝜃𝜃𝑖𝑖+1𝑛𝑛 − 𝜃𝜃𝑖𝑖−1𝑛𝑛  
∆𝑥𝑥 � .                                                                  (2-10) 

 

The convection-diffusion equation can now be written as 

 

𝜃𝜃𝑖𝑖𝑛𝑛+1 − 𝜃𝜃𝑖𝑖𝑛𝑛

∆𝑡𝑡
=  
𝛼𝛼
2
�
𝜃𝜃𝑖𝑖+1𝑛𝑛+1 − 2𝜃𝜃𝑖𝑖𝑛𝑛+1 + 𝜃𝜃𝑖𝑖−1𝑛𝑛+1

∆𝑥𝑥2
+
𝜃𝜃𝑖𝑖+1𝑛𝑛 − 2𝜃𝜃𝑖𝑖𝑛𝑛 + 𝜃𝜃𝑖𝑖−1𝑛𝑛

∆𝑥𝑥2
� 

−  
𝑢𝑢
4 �

𝜃𝜃𝑖𝑖+1𝑛𝑛+1 − 𝜃𝜃𝑖𝑖−1𝑛𝑛+1 + 𝜃𝜃𝑖𝑖+1𝑛𝑛 − 𝜃𝜃𝑖𝑖−1𝑛𝑛  
∆𝑥𝑥 � + 𝑓𝑓(𝜃𝜃𝑖𝑖𝑛𝑛).                         (2-11) 

 

In the following sections, this approach is applied to the water tank, PCM tank, and TCM 
tank. The main heat and mass transfer effects and their implementations in the numerical 
solution are described. 
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Thermal energy storage models - water tank model 

The model uses a stratified water tank. For charging, inflow takes place at the top, and 
outflow at the bottom. In the case of discharging, i.e. providing heating, cold water enters  
the bottom and leaves through the top (see Figure 2.3). The model includes heat and mass 
transfer by convection and conduction. A vertical temperature distribution 𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕 is 
assumed which depends on the speed of the water flow 𝑢𝑢 and the thermal properties to 
obtain 𝛼𝛼 according to 

 

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 =  𝛼𝛼

𝜕𝜕2𝑇𝑇
𝜕𝜕𝑥𝑥2 −  𝑢𝑢

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕   ,              0 ≤ 𝑥𝑥 ≤ 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚,          𝑡𝑡 ≥ 0                                        (2-12) 

 

 𝛼𝛼 =
𝜆𝜆
𝜌𝜌𝑐𝑐𝑝𝑝

,                                                                                                                              (2-13) 

 

where 𝑥𝑥 is the spatial vertical coordinate and 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 is the height of the tank. The speed 𝑢𝑢 is 
spatially constant and derived from the water volume flow divided by the cross sectional 
area perpendicular to the volume flow. Table 2-2 shows the properties of the water tank and 
the water as a heat transfer and storage medium.  

Table 2-2. Properties of water as heat storage and heat transfer medium. 

Water tank 
volume 

[m³] 

Volume 
flow 

[m³/h] 

Density 
[kg/m³] 
(303 K) 

Specific heat 
[J/(kgK)] 
(303 K) 

Thermal 
conductivity 

[W/(mK)] (303 K) 

Max. energy 
capacity [GJ] 
deltaT = 74 K 

0.5 1 996 4180 0.616 0.15 

 
 

Thermal energy storage models - phase change material tank model 

The water enters the PCM tank and exchanges heat with the PCM layer (Figure 2.3) which 
melts during charging and, to provide heating, solidifies during discharging. The model uses 
the enthalpy ℎ of the PCM to implement the melting process in the model. Equation (2-14) 
shows a one-dimensional formulation for the PCM including heat conduction through the 
PCM layer [58] according to 

 



34                                                                                                                                                         Chapter 2 

 

𝜌𝜌
𝜕𝜕ℎ
𝜕𝜕t =  𝜆𝜆

𝜕𝜕2𝑇𝑇
𝜕𝜕𝑥𝑥2  ,              0 ≤ 𝑥𝑥 ≤ 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚,          𝑡𝑡 ≥ 0,                                                    (2-14) 

 

in which 𝑥𝑥 is the spatial coordinate and 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 the thickness of the PCM layer. Table 2-3 
presents the properties of the PCM tank. The design of the PCM tank is adapted to the 
volume and energy capacity of the water tank according to Figure 2.4. 

Table 2-3. Properties of the PCM tank. 

PCM 
tank 

volume 
[m³] 

Number 
of 

compart. 
[-] 

Volume flow 
of heat 
transfer 
medium 
[m³/h] 

Diameter 
of heat 

exchanger 
tube [m] 

Length of heat 
exchanger tube 

per compart. 
[m] 

Thickness 
of PCM 

layer [m] 

Mass 
of 

PCM 
[kg] 

Max. 
energy 

capacity 
[GJ] deltaT 

= 74 K 

0.5 4 1 0.025 35 0.015 511 0.15 

 

Table 2-4 presents the properties of the PCM. CaCl2.6H2O was chosen as PCM because it  
melts at 29 °C that is below typical maximum charging temperatures of heat pumps of 60 °C. 
An overview of PCMs for heat storage application with different melting points can be found 
in [26,67,68]. 

Table 2-4. Properties of the PCM (CaCl2.6H2O) [69]. 

Melting 
point 
[°C] 

Melting 
enthalpy 

[J/kg] 

Density [kg/m³] Specific heat [J/(kgK)] 
Thermal conductivity 

[W/(mK)] 

Solid Liquid Solid Liquid Solid Liquid 

29 190.8e03 1710 1530 2200 1400 1.09 0.54 

 

The enthalpy formulation (Equation 2-14) enables the implementation of non-isothermal 
phase change. Figure 2.5 illustrates the relationship between enthalpy and temperature, 
highlighting the transition phase between the solid and liquid state of the PCM. 
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Figure 2.5. Piecewise-linear function h(T) for non-isothermal phase change with the transition 
temperature Tsol between the solid and solid-liquid interface and the transition temperature Tliq 
between the liquid and solid-liquid interface [58]. 

Non-isothermal phase change is calculated according to [58] 

 

ℎ =

⎩
⎪
⎨

⎪
⎧ 𝑐𝑐𝑝𝑝,𝑠𝑠𝑠𝑠𝑠𝑠𝑇𝑇   

𝑐𝑐𝑝𝑝,𝑠𝑠𝑠𝑠𝑠𝑠𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠 +
ℎ∆𝑙𝑙𝑙𝑙𝑙𝑙,𝑠𝑠𝑠𝑠𝑠𝑠(𝑇𝑇 − 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠)
�𝑇𝑇𝑙𝑙𝑙𝑙𝑙𝑙 − 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠�

𝑐𝑐𝑝𝑝,𝑠𝑠𝑠𝑠𝑠𝑠𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠 + ℎ∆𝑙𝑙𝑙𝑙𝑙𝑙,𝑠𝑠𝑠𝑠𝑠𝑠 + 𝑐𝑐𝑝𝑝,𝑙𝑙𝑙𝑙𝑙𝑙𝑇𝑇

     

𝑇𝑇 ≤ 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠
 

𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠 < 𝑇𝑇 ≤ 𝑇𝑇𝑙𝑙𝑙𝑙𝑙𝑙
 

𝑇𝑇 > 𝑇𝑇𝑙𝑙𝑙𝑙𝑙𝑙

 .                                        (2-15) 

 

Furthermore, to simplify the simulations, it is assumed that the PCM is homogenous and 
isotropic [69] and natural heat convection during the melting process is neglected [70]. 

Thermal energy storage models - thermochemical material tank model 

The model uses a closed TCM unit consisting of the sorption unit (TCM tank) and an 
evaporator-condenser unit and operates in a vacuum. The TCM tank is a packed-bed  
reactor in which a sorbent (zeolite13X) desorbs and adsorbs a fluid (water). During 
desorption, a high-temperature source such as an electric heater serves as a dehydration 
source. A condenser that is supplied by a low-temperature source, such as ambient air, 
collects the produced refrigerant (water). During adsorption, the condenser operates as  
an evaporator. The refrigerant is evaporated and simultaneously adsorbed.  
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The released heat from the TCM tank can be used for space heating or domestic hot water 
[29,71]. This study uses zeolite13X-water as a sorption pair because it is one of the most 
common TCM in current research on component and system design with favourable 
hydrothermal and mechanical stability and corrosion behaviour [29]. The latest advances in 
TCM development focus on salt hydrates, such as Na2S.9H2O with an energy density of up to 
3.17 GJ/m3 [72].The TCM tank model is similar to the PCM tank model (Figure 2.3), but the 
PCM is replaced by a TCM as the heat storage medium. The evaporator and condenser are 
assumed to be a constant, low-temperature source. Additional heat exchange for the 
process of evaporation and condensation is not modelled.  

The heat and mass transfer model of the TCM unit includes the diffusion of the refrigerant 
(water) to and through the adsorbent (zeolite13X), the adsorption process, the heat 
conduction through the TCM layer, and heat exchange with the heat transfer medium 
[59,73]. Heat transfer in the adsorbent bed is calculated by 
 

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 =  𝛼𝛼

𝜕𝜕2𝑇𝑇
𝜕𝜕𝑥𝑥2 +

𝐻𝐻𝑠𝑠
𝑐𝑐𝑝𝑝
𝑑𝑑𝑞𝑞�
𝑑𝑑𝑑𝑑 ,                              0 ≤ 𝑥𝑥 ≤ 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚,          𝑡𝑡 ≥ 0,                        (2-16) 

 

moreover, the mass diffusion process through the adsorbent bed is calculated with 

 

𝜕𝜕𝑚𝑚𝑎𝑎𝑎𝑎𝑎𝑎

𝜕𝜕𝜕𝜕 =  𝐷𝐷
𝜕𝜕2𝑚𝑚𝑎𝑎𝑎𝑎𝑎𝑎

𝜕𝜕𝑥𝑥2 + 𝑚𝑚𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
𝑑𝑑𝑞𝑞�
𝑑𝑑𝑑𝑑 ,              0 ≤ 𝑥𝑥 ≤ 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚,          𝑡𝑡 ≥ 0,                   (2-17) 

 

where 𝑥𝑥 is the spatial coordinate, 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 is the thickness of the TCM layer, and 𝑚𝑚𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 is the 
mass of the dry adsorbent. Here, 𝑇𝑇 = 𝑇𝑇(𝑥𝑥, 𝑡𝑡) describes the temperature distribution 
affected by the rate of adsorbed refrigerant 𝑑𝑑𝑞𝑞� and the adsorption enthalpy 𝐻𝐻𝑠𝑠. 
𝑚𝑚𝑎𝑎𝑎𝑎𝑎𝑎 = 𝑚𝑚𝑎𝑎𝑎𝑎𝑎𝑎(𝑥𝑥, 𝑡𝑡) represents the adsorbate distribution in the TCM layer affected by the 
diffusion 𝐷𝐷 of the refrigerant through the adsorbent [59,73]. The average rate of adsorbed 
refrigerant 𝑑𝑑𝑞𝑞� is the main driving force during the adsorption process and implemented 
using the linear driving force (LDF) method according to 
 

𝑑𝑑𝑞𝑞�
𝑑𝑑𝑑𝑑

= 𝑘𝑘𝑚𝑚�𝑞𝑞𝑒𝑒𝑒𝑒 − 𝑞𝑞��.                                                                                                            (2-18) 

 

The LDF method accounts for the difference between equilibrium and amount of adsorbate 
including the mass transfer coefficient 𝑘𝑘𝑚𝑚 [59,73].  
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This linear driving force is determined by calculating the vapor pressure of water in 
equilibrium and in solid phase of the dry material (zeolite13X). The equilibrium vapor 
pressure relates to the condensation and evaporation temperature, because condensation 
and evaporation model are considered as constant temperature source. The vapor pressure 
values in equilibrium and in solid phase of the dry material are derived from the Clausius-
Clapeyron relation [71] according to 
 

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 =

∆ℎ𝑣𝑣
𝑇𝑇∆𝑣𝑣 ≅

𝑝𝑝 ∆ℎ𝑣𝑣
𝑅𝑅𝑇𝑇2 ,                                                                                                          (2-19) 

 

in which ∆ℎ𝑣𝑣 is the molar enthalpy, ∆𝑣𝑣 is the molar volume difference of water vapor  
(also illustrated in Figure 2.6). 

 

 

Figure 2.6. Vapor pressure lines for zeolite 13X–water based on data from [74] with, for example, a 
maximum capacity of 0.24 g/g [75]. Desorption temperature at 120 °C, condensation and evaporation 
temperature at 10 °C, and adsorption temperature at 20 °C result in a loading difference of 0.134 g/g. 

Table 2-5 and Table 2-6 show the properties of the TCM tank and the TCM layer. The design 
of the TCM tank is adapted to the volume of the water and PCM tank according to Figure 2.4. 
The energy capacity is 1/3 compared with the water and PCM tank. To reach a larger energy 
capacity higher charging temperatures than 95 °C are required. Alternatively, a different 
TCM material can be chosen. However, this study considers zeolite13X-water because all the 
material properties (Table 2-6) are available. 
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Table 2-5. Properties of TCM tank. 

TCM 
tank 

volume 
[m³] 

Number 
of 

compart. 
[-] 

Volume flow 
of heat 
transfer 
medium 
[m³/h] 

Diameter 
of heat 

exchanger 
tube [m] 

Length of 
heat 

exchanger 
tube per 

compart. [m] 

Thickness 
of TCM 

layer [m] 

Mass 
of 

TCM 
[kg] 

Energy 
capacity 

[GJ] deltaT 
= 74K 

0.5 8 1 0.025 45 0.005 122 0.05 

 

 

Table 2-6. Properties of the TCM (zeolite13X-water) [75,76]. 

Adsorption 
enthalpy 

[J/kg] 

Density 
[kg/m³] 

Specific 
heat 

[J/(kgK)] 

Thermal 
conductivity 

[W/(mK)] 

Diffusion 
coefficient 

[m2/s] 

3.2e06 620 836 0.2 7.5e-09 
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2.2.2 Control framework 

The models of the building heating system are implemented in the framework of reference 
control, and optimal control and simulations are conducted for the different TES tanks. 

Reference control 

In the reference control, the HP is used to compensate the heating demand of the building. 
To identify maximum flexibility, TES tanks are not applied in the reference case. Due to the 
absence of TES, optimization is not required and a feedback controller (P-controller) is 
implemented to investigate reference control. The feedback controller regulates the  
heat pump based on predefined temperature set points 𝑇𝑇𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧,𝑠𝑠𝑠𝑠𝑠𝑠 according to 

 

𝑇𝑇𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧,𝑠𝑠𝑠𝑠𝑠𝑠 = �

15 ℃,
15 ℃,
20 ℃,

21.5 ℃,

 𝑡𝑡 = 0 − 6, 19 − 24
 𝑡𝑡 = 6 − 7

   𝑡𝑡 = 7 − 8, 12 − 13, 17 − 19
 𝑡𝑡 = 8 − 12, 13 − 17

� .                                            (2-20) 

 

To limit the start-stop cycles of the HP to a maximum of four times per hour, a control time 
step of 15 min is used. The electricity consumption of the air-blown heat exchanger is not 
considered. 

Optimal control 

The optimal control of the building heating system aims to minimize the electricity 
consumption costs for operating the HP and the electric heater. The control time step  
of 15 min is identical to reference control. The electricity consumption of the air-blown heat 
exchanger is as introduced not considered. The cost-optimal control schedules the charging 
and discharging of either the water tank, the PCM tank, or the TCM tank, by making use of  
a dynamic optimization routine to predict control actions for 24 hours. Figure 2.7 shows  
the framework of the optimal control of the building heating system including grid signal, 
constraints, disturbances, objective function, optimization problem, state variables, and 
control variables. The grid signal corresponds to hourly day-ahead electricity prices that are 
taken from the Dutch Amsterdam Power Exchange (APX) power spot market for an average 
day in March 2016 during the heating period. Disturbances in optimal control estimate 
internal heating gains and ambient conditions. The occupancy rate 𝜖𝜖𝑡𝑡 is used to model the 
internal heat gains of lighting systems, computers, and occupants. The occupancy rate refers 
to the ratio of occupants to the maximum amount of occupants and determines the 
minimum comfort temperature  𝑇𝑇𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧,𝑚𝑚𝑚𝑚𝑚𝑚 according to: 
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𝜖𝜖𝑡𝑡 =

⎩
⎨

⎧ 0,
0.1,
0.5,

> 0.7,

            𝑇𝑇𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧,𝑚𝑚𝑚𝑚𝑚𝑚 = 15 ℃,
            𝑇𝑇𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧,𝑚𝑚𝑚𝑚𝑚𝑚 = 15 ℃,
            𝑇𝑇𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧,𝑚𝑚𝑚𝑚𝑚𝑚 = 20 ℃,

                𝑇𝑇𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧,𝑚𝑚𝑚𝑚𝑚𝑚 = 21.5 ℃ ,

 𝑡𝑡 = 0 − 6, 19 − 24
 𝑡𝑡 = 6 − 7

   𝑡𝑡 = 7 − 8, 12 − 13, 17 − 19
 𝑡𝑡 = 8 − 12, 13 − 17 ⎭

⎬

⎫
.     (2-21) 

 

The occupancy model, which allows the implementation of Markov chains, is adopted from 
[77]. More information about the occupancy model can be found in a previous case study  
[50]. However, in this case study, perfect occupancy prediction and ideal weather forecasting 
are assumed. Figure 2.8 presents the weather data from a small-scale office building located 
in the Netherlands. 

 

 

Figure 2.7. Framework of optimal control of building heating system. 
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Figure 2.8. Typical meteorological year (TMY) weather data for De Bilt, the Netherlands, 1st of March: 
(a) ambient temperature, (b) solar radiation at building walls. 

The optimal control framework uses the TES tank models integrated with the building 
heating system as discussed in section 2.2.1. Because the building heating system including 
TES tanks is inherently non-linear, the optimal control problem is solved using dynamic 
programming (DP) as optimization methodology. Dynamic programming employs the 
different TES tank models for reasonable computation times. The basic structure of dynamic 
programming refers to the Bellman equation [78] according to 

 

𝐽𝐽(𝑥𝑥0) =   min
𝜋𝜋

𝐽𝐽𝜋𝜋(𝑥𝑥0),                                                                                                       (2-22)  

 

𝐽𝐽𝜋𝜋(𝑥𝑥0) = 𝐸𝐸 �𝑔𝑔𝑁𝑁(𝑥𝑥𝑁𝑁) +  �(𝑥𝑥𝑡𝑡 ,𝜇𝜇𝑡𝑡(𝑥𝑥𝑡𝑡), 𝜀𝜀𝑡𝑡)
𝑁𝑁

𝑡𝑡=0

� ,                                                               (2-23) 

 

𝑥𝑥𝑡𝑡+1 = 𝑓𝑓𝑡𝑡(𝑥𝑥𝑡𝑡 ,𝑢𝑢𝑡𝑡 , 𝜀𝜀𝑡𝑡),    𝑡𝑡 = 0, … ,𝑁𝑁 − 1,                                                                      (2-24) 

 

with 𝑢𝑢𝑡𝑡 ∈ 𝑈𝑈𝑡𝑡(𝑥𝑥𝑡𝑡),   𝜋𝜋 =  {𝜇𝜇0, … , 𝜇𝜇𝑁𝑁−1},   𝑢𝑢𝑡𝑡 = 𝜇𝜇𝑡𝑡(𝑥𝑥𝑡𝑡),   𝜇𝜇𝑡𝑡(𝑥𝑥𝑡𝑡) ∈ 𝑈𝑈𝑡𝑡(𝑥𝑥𝑡𝑡) ∀ 𝑥𝑥𝑡𝑡 ,    (2-25) 

 

where 𝑓𝑓𝑡𝑡 describes the building heating system, 𝑡𝑡 the discrete time, 𝑁𝑁 the planning horizon  
of 24 h, 𝑥𝑥𝑡𝑡 the state variables, 𝑢𝑢𝑡𝑡 the controls variables, 𝑈𝑈𝑡𝑡 the control constraints, 𝜀𝜀𝑡𝑡 the 
random parameter (occupancy rate), 𝐽𝐽(𝑥𝑥0) the optimal cost function, and 𝐽𝐽𝜋𝜋(𝑥𝑥0) the 
expected costs with the policy 𝜋𝜋 at 𝑥𝑥0. 
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Because dynamic programming aims to minimize the electricity consumption costs for 
operating the HP and the electric heater, the objective function to be minimized consists of 
the total expected costs for electricity usage. As can be seen in Figure 2.7, the control 
variables are associated with power consumption and heating power of the HP and electric 
heater, and the charging and discharging power of the TES tank. DP employs these control 
options having a vector of discrete states in which: 

• HP compensates heating demand of building (no charging and discharging of TES) 

• HP compensates heating demand of building and charges TES tank, optionally 
additional charging of TES tank by electric heating 

• HP and/or discharge of TES compensate heating demand of building 

• HP and optionally electric heater charge TES tank (no heating demand of building) 

The control options are implemented in the DP loop as control decisions which are 
calculated at each state as can be seen in Figure 2.9. 
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Figure 2.9. Simplified flowchart of control decisions at each state in dynamic programming (DP) 
optimization loop. 
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2.2.3 Demand flexibility 

Cost-optimal control applies day-ahead electricity prices as grid signal that is crucial 
information for the optimization. Besides, the forecasting of weather, the predictions of 
internal heating gains, and the design of the heating system determine the optimal use of 
building demand flexibility. The amount of flexibility a building heating system can deliver 
regarding all three dimensions of demand flexibility, size (energy), time (power) and costs,  
is quantified in corresponding flexibility indicators. 

Demand flexibility – energy 

In this case study, the indicators, available storage capacity, storage efficiency [15] represent 
the energy flexibility. Equation (2-26) shows the available storage capacity according to 

 

𝑄𝑄𝑂𝑂𝑂𝑂 =  � �𝑃𝑃𝑂𝑂𝑂𝑂 − 𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅� 𝑑𝑑𝑑𝑑,                                                                                   
𝑙𝑙𝑂𝑂𝑂𝑂 𝑒𝑒𝑒𝑒𝑒𝑒

𝑙𝑙𝑂𝑂𝑂𝑂 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

(2-26) 

 

where 𝑄𝑄𝑂𝑂𝑂𝑂 is the available storage capacity, 𝑃𝑃𝑂𝑂𝑂𝑂 the heating power, and 𝑙𝑙𝑂𝑂𝑂𝑂 the duration 
corresponding to the period of optimal control (OC). The heating demand during reference 
control is formulated as 𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅 [15]. The available storage capacity can be summarized as the 
amount of energy that is shifted during optimal control. In cost-optimal control, charging and 
discharging of a TES tank takes place in a control horizon of 24 h. While charging events refer 
to demand increase as upward heating power 𝑃𝑃𝑂𝑂𝑂𝑂,𝑢𝑢𝑢𝑢, discharging events represent demand 
decrease as downward heating power 𝑃𝑃𝑂𝑂𝑂𝑂,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑. The ratio between discharging and charging 
events over the entire 24 h control horizon is defined as storage efficiency [15] or shifting 
efficiency [10] ƞ 𝑂𝑂𝑂𝑂. According to Equation (2-27), 

 

ƞ 𝑂𝑂𝑂𝑂 =  
∑ ∫ �𝑃𝑃𝑂𝑂𝑂𝑂,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 − 𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅� 𝑑𝑑𝑑𝑑𝑙𝑙𝑂𝑂𝑂𝑂,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑒𝑒𝑒𝑒𝑒𝑒

𝑙𝑙𝑂𝑂𝑂𝑂,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

𝑚𝑚
𝑛𝑛𝑂𝑂𝑂𝑂=1

∑ ∫ �𝑃𝑃𝑂𝑂𝑂𝑂,𝑢𝑢𝑢𝑢 − 𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅� 𝑑𝑑𝑑𝑑𝑙𝑙𝑂𝑂𝑂𝑂,𝑢𝑢𝑢𝑢 𝑒𝑒𝑒𝑒𝑒𝑒
𝑙𝑙𝑂𝑂𝑂𝑂,𝑢𝑢𝑢𝑢 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

𝑚𝑚
𝑛𝑛𝑂𝑂𝑂𝑂=1

 ,                                                   (2-27) 

 

the storage efficiency indicates the effective use of the stored heat that compensates HP 
heating power during optimal control. 
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Demand flexibility – costs 

An energy flexibility indicator that relates to the dimension of electricity costs during 
operation is the flexibility factor 𝐹𝐹𝐹𝐹 [10]. Low electricity and high electricity periods are 
considered according to  

 

𝐹𝐹𝐹𝐹 =  
∫  𝑃𝑃ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑑𝑑𝑑𝑑𝑡𝑡𝑙𝑙𝑙𝑙𝑙𝑙 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑒𝑒𝑒𝑒𝑒𝑒
𝑡𝑡𝑙𝑙𝑙𝑙𝑙𝑙 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

−  ∫  𝑃𝑃ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑑𝑑𝑑𝑑𝑡𝑡ℎ𝑖𝑖𝑖𝑖ℎ 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑒𝑒𝑒𝑒𝑒𝑒
𝑡𝑡ℎ𝑖𝑖𝑖𝑖ℎ 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝  𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

∫  𝑃𝑃ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑑𝑑𝑑𝑑𝑡𝑡𝑙𝑙𝑙𝑙𝑙𝑙 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑒𝑒𝑒𝑒𝑒𝑒
𝑡𝑡𝑙𝑙𝑙𝑙𝑙𝑙 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

+  ∫  𝑃𝑃ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑑𝑑𝑑𝑑𝑡𝑡ℎ𝑖𝑖𝑖𝑖ℎ 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑒𝑒𝑒𝑒𝑒𝑒
𝑡𝑡ℎ𝑖𝑖𝑖𝑖ℎ 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

,                              (2-28) 

 

In which 𝑃𝑃ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 is the amount of heating power over low and high-price periods 𝑙𝑙. 
To estimate the different pricing periods, standard deviation is assumed that relates to the 
electricity prices of the entire 24 h control horizon. Pricing periods that exceed the normal 
distribution with one standard deviation of -1σ and 1σ account for either low and high  
price periods. The flexibility factor varies between -1 and 1 whereas -1 correlates to a  
highly inflexible controlled system and 1 indicates highest desired flexibility. 

Demand flexibility – power 

Energy flexibility is introduced as the integral of power flexibility which refers to the 
evolution of heating power during each time step of optimal control. An indicator of power 
flexibility is the power shifting capability [15] according to   

 

𝑃𝑃𝛿𝛿 = 𝑃𝑃𝑂𝑂𝑂𝑂 − 𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅,                                                                                                               (2-29) 

 

where 𝑃𝑃𝛿𝛿 is the difference between power consumption during optimal control and 
reference control. For a building heating system with HP, electric heater and TES, the power 
shifting capability includes thermal (heating) power shifting 𝑃𝑃𝛿𝛿,𝑡𝑡ℎ according to 

 

𝑃𝑃𝛿𝛿,𝑡𝑡ℎ = (𝑃𝑃𝑂𝑂𝑂𝑂,𝑡𝑡ℎ.𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝐻𝐻𝐻𝐻 + 𝑃𝑃𝑂𝑂𝑂𝑂,𝑡𝑡ℎ.𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝑒𝑒𝑒𝑒.ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 ) − (𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅,𝑡𝑡ℎ.𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝐻𝐻𝐻𝐻

+ 𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅,𝑡𝑡ℎ.𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝑒𝑒𝑒𝑒.ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 ),                                                            (2-30) 

 

and electrical power shifting 𝑃𝑃𝛿𝛿,𝑒𝑒𝑒𝑒  due to the electricity consumption of the HP and electric 
heater,  
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𝑃𝑃𝛿𝛿,𝑒𝑒𝑒𝑒 = �𝑃𝑃𝑂𝑂𝑂𝑂,𝑒𝑒𝑒𝑒.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.𝐻𝐻𝐻𝐻 + 𝑃𝑃𝑂𝑂𝑂𝑂,𝑒𝑒𝑒𝑒.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.𝑒𝑒𝑒𝑒.ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒�
− �𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅,𝑒𝑒𝑒𝑒.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.𝐻𝐻𝐻𝐻 + 𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅,𝑒𝑒𝑙𝑙.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.𝑒𝑒𝑒𝑒.ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒�.                                (2-31) 

 

To comprehensively represent the potential power flexibility of TES and power-to-heat,  
this paper introduces the instantaneous power flexibility. In contrast to the power shifting 
capability, the instantaneous power flexibility does not require the determination of a 
reference case and represents the potential flexibility towards the power grid. This is  
crucial information to provide grid ancillary services of very short (1 ms – 5 min), short  
(5 min – 1 h), intermediate (1 h – 3 d) and long duration (>3 d) [18]. Because TES systems 
mostly slowly respond to variations, services to the electricity grid and power market as of  
min time scale are suitable. Possible services relate to electricity spot markets and load 
shaping, levelling, peak reduction and congestion management [14,18]. In this case study,  
the instantaneous power flexibility 𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 is presented on a flexibility time step of 1 h and 
includes electrical instantaneous power flexibility according to 

  

𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖.𝑒𝑒𝑒𝑒. = 𝑓𝑓 �𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖.𝑡𝑡ℎ.,𝐶𝐶𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝−𝑡𝑡𝑡𝑡−ℎ𝑒𝑒𝑒𝑒𝑒𝑒�,                                                                  (2-32) 

 

and thermal instantaneous power flexibility according to 

 

𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖.𝑡𝑡ℎ. = 𝑓𝑓 (𝑇𝑇𝐻𝐻𝐻𝐻 , 𝑚̇𝑚𝐻𝐻𝐻𝐻),                                                                                                   (2-33) 

 

where 𝑇𝑇𝐻𝐻𝐻𝐻 is the temperature, and 𝑚̇𝑚𝐻𝐻𝐻𝐻 is the mass flow of the heat transfer medium that  
are used to charge or discharge the TES tank. In any case of charging, discharging or idle 
mode, the instantaneous power flexibility shows the thermal response of TES tanks and the 
electrical response of power-to-heat devices. The presentation of the thermal response of  
TES is introduced as performance maps of TES [79]. These maps are developed to show  
the dynamic behaviour of TES in the control of building energy systems. An example of 
performance maps of the PCM tank is illustrated in Figure 2.10 and takes into account  
the properties presented in section 2.2.1. 
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Figure 2.10. Performance maps of the PCM tank. The performance maps show inlet, outlet 
temperature of the heat transfer (HT) medium over energy capacity and charging/discharging power 
over energy capacity [79]. The properties of the PCM tank are taken from section 2.2.1 (Thermal 
energy storage models). The performance maps are illustrated for 1) a charging case in which the PCM 
tank is charged from 0% (21 °C) to 100% (95 °C), 2) a discharging case in which the PCM tank is 
discharged from 100% (95 °C) to 0% (21 °C). 

In this case study, the performance maps of TES tanks are used to calculate the thermal 
instantaneous power flexibility. As an example, a charging case is simulated in which the  
TES tanks are charged with a temperature of 95 °C. Based on the control decisions of cost-
optimal control, the thermal and electrical instantaneous power flexibility are simulated for 
each optimal control time step. The thermal response of TES tanks and the electrical 
response of power-to-heat devices is shown for a flexibility time step of 1 h. It is to 
emphasize that the flexibility time step of 1 h is calculated with intermediate steps  
of 5 min to exclude any starting effects of the first 5 min. 
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2.3   Results 

2.3.1 Reference control 

In reference control, the HP compensates the heating demand of the building. As described 
in section 2.2.2 (Reference control), TES tanks are not considered in the reference case. 
Figure 2.11 shows the simulation results of the reference control with 15 min control time 
steps. 

 

 

Figure 2.11. Simulation results – reference control, a) building heating consumption, b) heating supply 
by the HP, and c) temperatures in building including average indoor temperature (zones), average 
temperature of the concrete of the internal walls (Int. wall), average temperature of the concrete at 
the inner surface of the external walls (Ext. wall 1), and average temperature of the insulation at the 
outer surface of the external walls (Ext. wall 2). 

The building heating consumption (Figure 2.11a) is identical to the heating supplied by  
the HP (Figure 2.11b). The resulting average COP is 4.5. As can be seen in Figure 2.11c,  
the average indoor temperature (zones) is always maintained above the minimum zone 
temperature set points (Equation 2-20). When the heating power is reduced or heating 
supply is switched off, the zone temperature drops. For example, between 5 pm and 6 pm, 
the zone temperature decreases from 21.5 °C to 20 °C. This is due to the lower temperatures 
of the internal (Int. wall) and external walls (Ext. wall 1) (Figure 2.11c). 
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2.3.2 Optimal control 

In optimal control, HP and TES are used to compensate the heating demand of the  
building. The heating consumption is similar to the reference case. In contrast to reference 
control, optimal control applies the use of TES tanks including optimization of charging and 
discharging. As introduced in section 2.2.2 (Optimal control), optimal operation of TES, HP 
and electric heater account for minimizing the total operational electricity costs that 
correspond to hourly APX electricity prices (Figure 2.12).  

 

 

Figure 2.12. Amsterdam Power Exchange (APX) electricity prices from 01.03.2016. 

APX prices serve as main grid signal enabling flexibility in the context of cost-optimal control. 
Figure 2.13 illustrates the simulation results of optimal control with charging and discharging 
profiles of the water tank, PCM tank, and TCM tank. 

It is clear from the nature of optimization that charging the TES tanks takes place when 
electricity prices are low (2 am – 6 am) whereas discharging is favoured when electricity  
prices are high (7 am – 9 am). The optimization results show that the TES tanks are charged  
by the HP only, and no additional electric heating is applied to further increase the charging 
temperature. Essentially for this particular day, this means that an electric heater with a COP 
of 1 does not compensate any heating power in high price periods. It can be seen in Figure 
2.13 that implementing a water tank achieves highest average charging (+) and discharging  
(-) power of +7.5 kW and -6.2 kW. It is observed that during some periods of high charging, 
the maximum thermal output of the HP of 13 kW limits the charging of the water tank. This 
effect is not observed for the PCM and TCM tank. Compared to the reference case (1.41 €), 
the water tank achieves highest total operational electricity cost savings of 7.1% (1.31 €), the 
PCM tank 6.4% (1.32 €), and the TCM tank 2.9% (1.37 €).  
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The average COP marginally deviates from the reference case with 4.6 (water tank),  
4.5 (PCM tank), and 4.6 (TCM tank). As can be seen in Figure 2.13c, the average temperature 
of the zones is always maintained above the minimum zone temperature set points 
(Equation 2-21). 
 

 

 

 

Figure 2.13. Simulation results – optimal control including TES tanks 1) water tank, 2) PCM tank,  
3) TCM tank, a) charging and discharging power, b) heating supply by the HP, and c) building 
temperature including average indoor temperature (zones), average temperature of the concrete of 
the internal walls (Int. wall), average temperature of the concrete at the inner surface of the external 
walls (Ext. wall 1), and average temperature of the insulation at the outer surface of the external walls 
(Ext. wall 2).  
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2.3.3 Demand flexibility 

Demand flexibility – energy 

Optimal control achieves cost savings and enables energy flexibility. The results of adequate 
energy flexibility indicators for the different TES tanks are listed in Table 2-7. 

Table 2-7. Simulation results – energy flexibility of different TES tanks comparing optimal control with 
reference control: available storage capacity 𝑄𝑄𝑂𝑂𝑂𝑂  and storage efficiency ƞ 𝑂𝑂𝑂𝑂. 

Energy flexibility indicators Water tank PCM tank TCM tank 

𝑄𝑄𝑂𝑂𝑂𝑂,𝑢𝑢𝑢𝑢 [kWh] 17.8 15.3 5.9 

𝑄𝑄𝑂𝑂𝑂𝑂,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 [kWh] 17.3 14.8 5.6 

ƞ 𝑂𝑂𝑂𝑂  [-] 0.98 0.97 0.96 

 

The available storage capacity obtains largest values for the water tank. The storage  
efficiency is almost similar for all the different technologies. The storage efficiency presents 
the ratio between discharging and charging for the entire control horizon including heat 
losses. It is to emphasize that the heat losses are low for all TES tanks and < 1% of storage 
efficiency. 

Demand flexibility – costs 

The flexibility factor as indicator of flexibility in the dimension of operational costs refers  
to high and low-price periods. The standard deviation of the daily electricity price serves to 
determine the high-price periods (Figure 2.14a) and low-price periods (Figure 2.14b). The 
corresponding flexibility factor is calculated and can be seen in Figure 2.14c. In the reference 
control, electricity consumption occurs during high price periods which results in a flexibility 
factor of -1 that is a highly inflexible controlled system. By adding TES tanks and cost-optimal 
control, the flexibility factor can be increased to 0.15 (TCM tank), 0.67 (PCM tank), and  
0.86 (water tank). 
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Figure 2.14. Simulation results – flexibility related to operational electricity costs, hourly APX electricity 
prices including high price periods (a) and low price periods (b), c) flexibility factor of different TES 
tanks in optimal control compared with reference control. 

Demand flexibility – power 

The power shifting capability determines the power flexibility in optimal control compared 
with reference control. The power shifting capability is illustrated in Figure 2.15 indicating 
the thermal (TES) and electrical (HP) power flexibility. Because optimal control does not 
result in operations of electric heating, the electric heater is not considered in Figure 2.15. 
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Figure 2.15. Simulation results – power shifting capability comparing the power evolution between 
optimal and reference control for 1) water tank, 2) PCM tank, 3) TCM tank, a) thermal power shifting 
capability, b) electrical power shifting capability. The x-axis shows the control horizon of 24 h.  
The y-axis represents the 15 min control time step. During each control time step the evolving power 
flexibility is illustrated. 

Optimal control of a water tank achieves highest power shifting capability which is identical  
to the results shown in Figure 2.13-1a) in which the integral of the power flexibility is shown. 
However, the power shifting capability as shown in Figure 2.15 reveals the detailed dynamic 
response of the TES. For the water tank, variations of up to 9 kW (one-minute average) 
during a 15 min control time step of charging and discharging power appear that is due to 
previous scheduling. It can also be seen that stratification is not established during periods of 
alternating charging and discharging such as between 13 pm and 15 pm. The PCM tank 
provides almost constant charging and discharging power during the 15 min control time  
step that is due to the phase change process in which the PCM gradually melts or solidifies. 
For the TCM tank, charging and discharging variations during the 15 min time step are the 
highest among the TES tanks of up to 10 kW (one-minute average). This is because the TCM 
tank is primarily used as sensible heat storage in which the material quickly heats up and 
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cools down during low activation temperature during charging (maximum at 47 °C), the 
proportion of chemical to sensible heat stored is low.  

To identify the full flexibility potential of TES and power-to-heat, the instantaneous power 
flexibility is introduced which gives an insight into the potential power flexibility provided to 
the power grid. Figure 2.16 shows the hourly potential power flexibility for potential charging 
of TES using the heat pump and electric heating.  
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Figure 2.16. Simulation results – instantaneous power flexibility for the charging case of TES with 95 °C 
based on the results of optimal control; 1) water tank, 2) PCM tank, 3) TCM tank; a) Inst. power 
flexibility (thermal), b) Inst. power flexibility (electrical). The x-axis shows the control horizon of 24 h. 
The y-axis represents the flexibility time step of 60 min in which the TES responds to a constant 
charging temperature of 95 °C. During the 60 min flexibility time step, the evolving power is illustrated 
at each control time step of the 24 h control horizon. 

The instantaneous power flexibility presents the thermal response of TES tanks and related 
electricity consumption of the HP during charging, discharging and rest mode. In this case 
study, the instantaneous power flexibility is calculated for charging of 95 °C for one hour  
and illustrated in Figure 2.16. The simulation results of cost-optimal control serve as an  
initial condition to determine the instantaneous power flexibility, once cost-optimal control 
decision is taken but not applied yet. Knowing all information about the instantaneous power 
flexibility may result in a new control decision. However, it can be seen that the water tank 
provides the largest thermal instantaneous power flexibility. For example after 12 h of 
control horizon, charging with 95 °C gives a thermal power that can sustain between 86 and 
67 kW for 25 min of flexibility time step. Adequate electrical instantaneous power flexibility 
of heat pump and electric heater power varies between 57 and 44 kW. At 12 am the water 
tank can be charged from 12% to 100% of energy capacity after about 45 min of flexibility 
time step regarding a charging temperature of 95 °C and a reference temperature of 21 °C. 
The change from 12% to 100% correlates to an energy uptake of about 0.13 GJ. During the 
entire control horizon of 24 h, it can be seen that the water tank can always be charged with 
high power. This indicates that for this particular day, optimal control of a water tank only 
partly uses the available energy capacity. For the PCM, the same results are observed.  
At each time step of the entire control horizon of 24 h, the PCM tank can serve as a relatively 
constant thermal charging source. 
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For example at 12 am the thermal power can sustain between 27 and 21 kW for 60 min of 
flexibility time step. Due to the high charging temperature of 95 °C, the maximum 
temperature difference between PCM tank inlet and outlet is 10 K. Thus, only the electric 
heater is used to provide electrical instantaneous power flexibility which is similar to the 
thermal instantaneous power flexibility of 27 – 21 kW. At 12 am the PCM tank can be 
charged from 7% to 60% of energy capacity after about 60 min of flexibility time step 
regarding a charging temperature of 95 °C and a reference temperature of 21 °C. The  
change from 7% to 60% correlates to an energy uptake of 0.09 GJ. The instantaneous  
power flexibility of the TCM tank is the lowest among the TES tanks. For example at 12 am, 
charging with 95 °C results in a thermal power of 19 kW in the first 5 min of flexibility time 
step which is primarily due to the sensible heat stored in the TCM tank. From 5 – 60 min, 
thermal power decrease gradually from 10 to 3 kW that is due to the chemical energy stored 
in the TCM tank. The related energy capacity increases from 7% to 69% which is equal to an 
energy uptake of 0.03 GJ. 
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2.4   Discussion 

Capturing heat and mass transfer dynamics is a prerequisite for determining demand 
flexibility of TES tanks integrated with building heating systems. To present this dynamic 
behaviour with sufficient accuracy, TES models were developed based on a one-dimensional 
approach. The Crank-Nicolson scheme was applied to numerically solve conduction and 
diffusion for a one-dimensional configuration and reduce the computational effort for 
simulating TES tanks. The Crank Nicolson approach is a stable, robust, and powerful  
hybrid FD method. In combination with dynamic programming, Crank Nicolson was 
introduced and applied to simulate TES tanks in optimal control. The one-dimensional  
TES models consider simplifications regarding heat and mass transfer. For the packed-bed 
reactor using PCM, the one-dimensional problem solves the heat and mass transfer through 
the PCM layer in so far as the enthalpy distribution in the PCM layer is equal for the entire 
length of the heat exchanger. The PCM model does not include natural convection during  
the melting process, to facilitate the implementation into the optimization scheme and to 
reduce computational time. However, recent studies on PCM tanks have shown that natural 
convection can increase the heat transfer of the PCM in the solid-liquid interface [80–82]. 
For the packed-bed reactor using TCM, the one-dimensional problem solves the heat and 
mass transfer through the TCM layer. This simplification includes that the temperature and 
adsorbate distribution in the TCM layer are equal for the length of the heat exchanger.  
The one-dimensional approach for the water tank simulates the stratification of temperature 
segments. However, convection and conduction perpendicular to the height of the water  
tank are not included. Because previous studies have already successfully used the one-
dimensional representation of water tanks [54–56], PCM tanks [57,58], and TCM tanks,  
for example in [59,60], the dynamic behaviour of the TES tanks is sufficiently represented. 
However, a validation of the TES tank models using experimental data is recommended. 
Demand flexibility related to energy is quantified using the performance indicators, storage 
capacity and storage efficiency. The calculated storage efficiency of the different TES tanks 
with optimal control is between 96 – 98% achieving a high performance compared to other 
studies [15].  

Demand flexibility related to costs is expressed using the flexibility factor as performance 
indicator. The flexibility factor is significantly increased by integrating TES tanks with optimal 
control. A limitation of the flexibility factor as a single indicator is that the results exclude a 
comparison to different building heating systems in different climate conditions. To 
overcome this limitation, this study has considered multiple flexibility indicators referring to 
energy, power, and costs. 
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Demand flexibility related to power is quantified using the shifting capability as a 
performance indicator. This indicator describes the difference of power usage between 
optimal and reference control. Because TES tanks are not considered in the reference 
control, the power shifting capability is identical to the dynamic response of the TES tanks in 
optimal control. Because the power shifting capability does not comprehensively represent 
the potential power flexibility of TES and power-to-heat, this paper has introduced the 
instantaneous power flexibility as performance indicator which shows the potential power 
flexibility of TES and power-to-heat in any case of charging, discharging or idle mode.  
The instantaneous power flexibility is calculated for a time scale of 1 h to determine grid 
ancillary services of short duration. The results for the power flexibility of TES are obtained 
with sufficient accuracy because detailed TES models are implemented to capture the 
complex storage dynamics. It becomes clear that more advanced TES tanks models are 
required in optimal control because simplified models cannot predict transition periods in 
which for example stratification in a water tank is not yet established and temperature 
distribution changes due to increased mixing of water.  

In order to determine demand flexibility with TES tanks and power-to-heat, information of 
flexibility regarding energy, power, and costs have to be considered. It is observed that the 
water tank and PCM tank achieve highest energy flexibility compared to reference control. 
All TES tank show different behaviour in the power flexibility. Water tanks can be charged 
quickly with high charging power and PCM tanks can be constantly charged for a longer time 
period with adequate charging power. The charging power may be regulated by changing the 
mass flow of the heat transfer medium that exchanges heat with the TES tank. A variable 
mass flow may enable more constant charging and discharging, but also introduces an 
additional operational parameter for optimization which results in an increase of the 
computational time for cost-optimal control. 
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2.5   Conclusion 

In this study, the demand flexibility of TES tanks integrated with building heating system  
was determined showing that power-to-heat devices and water tanks, PCM tanks, and TCM 
tanks can be designed to provide flexibility of short duration (up to 24 h). To investigate the 
maximum building flexibility towards the power grid, optimal control of TES tanks, HP and 
electric heater was chosen. Optimal control considers the complexity of the building heating 
system and enables the integration of weather forecasting and prediction of internal gains. 
Because current grid signals commonly contain electricity prices, optimal control aims to 
minimizing the total operational electricity costs. When applying the developed optimal 
control framework to building energy management systems, real-time signals such as intra-
day electricity prices can be implemented. The results of cost-optimal control showed that  
the water tank and the PCM tank achieve highest cost savings when comparing to reference 
control. However, no lifetime costs, lifecycle costs, or maintenance costs of the building 
heating system were assumed. The results of the cost-optimal control also show that the 
efficient use of electrical energy (COP of the heat pump) is similar to the reference control 
case. The simulated 24 h are only characteristically for an average day in the spring period 
and in the Netherlands. As next, different periods of the year and different climate 
conditions have to be simulated to gain a deeper insight into the system performance. 
However, this study aimed to determine demand flexibility of TES tanks integrated with 
building heating system. The demand flexibility is quantified using different performance 
indicators that sufficiently characterize flexibility in terms of size (energy), time (power) and 
costs. Energy flexibility with optimal control is expressed using the available storage capacity 
and storage efficiency indicating that all TES technologies, water tank, PCM tank, TCM tank 
and power-to-heat can enable energy flexibility towards the power grid. Flexibility related to 
costs is represented using the flexibility factor that sufficiently determines whether 
electricity is consumed during low or high electricity price periods. Power flexibility 
characterizes the evolution of heating power over time. The electrical power flexibility is 
directly linked to the power grid whereas the thermal flexibility shows the dynamic response 
of the heating system. The thermal and electrical power shifting capability was calculated to 
compare optimal control with reference control. However, the power shifting capability 
cannot be used to quantify the potential power flexibility of TES and power-to-heat in any 
case of charging, discharging or idle mode. Therefore, this paper has introduced the 
instantaneous power flexibility. Based on the results of the optimal control the 
instantaneous power flexibility is quantified for the charging case of 95 °C and  
a flexibility time step of 60 min. 
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The identification and quantification of demand flexibility is a crucial step towards electricity 
markets that can enable flexible energy consumption. Multiple flexibility indicators that 
relate to all dimensions of demand flexibility in terms of size (energy), time (power) and 
costs, will serve to determine demand flexibility.  

Therefore, it is required to use those flexibility indicators as a measure of the performance  
of control strategies in addition to conventional performance indicators such as energy 
consumption, costs, and energy efficiency.  

In order to approach the optimization of multiple flexibility indicators in optimal control, 
future control strategies will implement flexibility indicators in the objective function. As an 
example, during periods of renewable power fluctuation, a building energy system, including 
TES, can be requested to increase or decrease power consumption to optimize load 
following and thus optimize the scheduling of TES and power-to-heat for power flexibility.  
In order to do that, a flexibility market mechanism must be established that allows to 
optimize for building demand flexibility. 
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2.6   Nomenclature 

D effective diffusion  

h specific enthalpy  

Hs adsorption enthalpy 

J optimal cost function 

Jπ expected costs referring to policy π 

km mass transfer coefficient between evaporator/condenser and adsorber 

𝑙𝑙 duration 

m number of OC events 

mads mass adsorbate  

n number 

N planning horizon 

p pressure 

P power 

q adsorbate – amount of refrigerant (water) in the solid phase of dry material 
(zeolite13X) 

Q capacity 

t time 

u positive constant velocity 

ut control variables referring to optimal control 

Ut control constraints 

Vdot volume flow 

x spatial coordinate referring to the one-dimensional convection-diffusion equation 

xt state variables referring to optimal control 

T temperature 

 

Greek symbols 

α positive constant coefficient 

∆,δ difference 

ε random parameter referring to the occupancy rate in optimal control 

Ƞ efficiency 
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θ dependent variable 

λ thermal conductivity [W/mK] 

π policy 

ρ density [kg/m3] 

 

Subscripts 

ch charging 

comp. compartments 

down downwards 

eq referred to p as equilibrium 

i referred to x as i-th segment of x 

inst instantaneous 

liq referred to T as liquid 

max maximum 

min minimum 

n referred to t as time step of t 

ref reference 

sol referred to T as solid 

up upwards 

 

Abbreviations 

APX Amsterdam power exchange 

BRCM building resistance-capacitance modelling 

BTM building thermal mass 

CHP combined heat and power 

COP coefficient of performance 

DP dynamic programming 

DR demand response 

FD finite difference 

FF flexibility factor 

HP heat pump 

HT heat transfer 
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HVAC  heating, ventilation, and air conditioning system  

HX heat exchanger 

LDF linear driving force 

OC optimal control 

PCM phase change material 

RC resistance-capacitance 

TCM thermochemical material 

TES thermal energy storage 

TMY typical meteorological year 
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Abstract 

Future building energy management systems will have to be capable of adapting to variation  
in the rate of production of energy from renewable sources. Controllers employing a model 
predictive control (MPC) framework can optimize and schedule energy usage based on the 
availability of renewably generated energy. In this paper, an MPC using artificial neural 
networks (ANNs) was implemented in a residential building. The ANN-MPC was successfully 
tested and demonstrated good performance predicting the building’s energy consumption. 
The controller was then modified to function as an economic MPC (EMPC) to optimize  
demand flexibility (i.e. the ability to adapt energy demands to fluctuations in supply).  
The operational costs of energy usage were associated with this demand flexibility, which  
was represented by three flexibility indicators: flexibility factor, supply cover factor, and load 
cover factor. The results from a day-long test showed that these flexibility indicators were 
maximized (flexibility factor ranged from -0.88 to 0.67, supply cover factor from 0.04 to 0.13, 
and load cover factor from 0.07 to 0.16) when the EMPC controller’s demand flexibility was 
compared to that of a conventional proportional-integral (PI) controller. The EMPC 
framework for demand flexibility can be used to regulate on-site energy generation, grid 
consumption, and grid feed-in and can thus serve as a basis for overall optimization of the 
operation of heating systems to achieve greater demand flexibility. 
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3.1   Introduction 

In Europe, the share of primary energy supply from renewable sources increased to 14.2% in 
2016, which was the highest share for renewables among all regions in the Organisation for 
Economic Co-operation and Development (OECD) [1]. The large proportion of renewables 
requires added efforts to balance fluctuations and to maintain power quality and grid 
stability. As additional intermittently available sources of renewable energy – such as wind 
and solar – are included in the electricity infrastructure, it becomes essential to track and 
manage the dynamic behaviour of the demand side [2–7]. This ability to adapt to the 
intermittent availability of energy from renewable sources is called flexibility, and applies on 
both supply and demand sides [2–7]. The relevant literature [2–7] shows that there is a 
common understanding of the need for flexibility in energy systems. A review by Lund et al. 
[2], for example, identifies supply and demand flexibility as critical. The concept of demand 
flexibility is derived from the conventional method of load shifting and implies that demand 
flexibility should not compromise the quality and continuity of the processes that are 
consuming energy. DeConinck et al. [4] discussed the flexibility of buildings in terms of the 
magnitude and duration of load shifting. More precisely, a building’s flexibility is described as 
its ability to deviate from a reference electric load profile [4]. Many studies have investigated 
the flexibility of buildings and have attempted to derive a common terminology and 
quantification scheme for building flexibility [7]. In 2015, the International Energy Agency’s 
Energy in Buildings and Communities program launched its Annex 67 Energy Flexible 
Buildings project with these goals: to develop a common terminology for building’s flexibility, 
to identify key performance indicators for characterising building’s flexibility, and to quantify 
the potential flexibility of different buildings and clusters of buildings [7]. Early results from 
the Annex 67 project have shown that flexible energy usage in buildings includes different 
dimensions of flexibility, energy, power, and costs [5,7–9]. To ensure consistency in 
terminology, the present paper uses the term demand flexibility to represent the flexibility  
of buildings in adapting their energy demands to fluctuations in supply. Further insight into 
quantifying demand flexibility and its dimensions is provided in section 3.1.1. 

The potential for demand flexibility depends on the availability of end-uses that allow for 
such flexibility, such as electric vehicles and smart domestic appliances [7]. Other major 
sources of demand flexibility are the thermal and electrical loads for building heating, 
cooling, and ventilation [7]. To provide flexibility in their demands on the power grid, 
building heating, ventilation, and air conditioning (HVAC) installations make wide use of 
electrical power-to-heat systems and thermal energy storage systems [5,10,11]. In buildings, 
direct heating, combined heat and power systems (CHPs), and heat pumps (HPs) are the 
most common power-to-heat conversion technologies [9,12–14]. 
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These can be combined with thermal energy storage (TES) options such as building thermal 
mass, water tanks, phase-change materials, or thermochemical storage systems [5,15]. 

To increase demand flexibility, recent work has analysed the behaviour of building users 
[6,16]. The goal of the work is to progress beyond the physical characteristics of buildings, 
modelling, and measurements and to instead use occupants’ perspectives [6]. A survey 
indicated that 11% of respondents may potentially become flexible in their use of energy.  
To raise awareness of flexibility among building users, the study [6] suggested, smart-
technology adoption should be encouraged, and financial incentives should be provided. 

3.1.1 Review of quantification methods and key performance indicators of 
demand flexibility of buildings 

Reynders et al. [8,17] give an overview of methodologies for quantifying demand flexibility of 
buildings in which they describe three dimensions of demand flexibility: size (energy), time 
(power), and costs. As an example, in a study by Nuytten et al. [13], energy flexibility is 
achieved by shifting electricity consumption in time. Reynders et al. [17] quantifies energy 
flexibility of different residential buildings in Belgium. Structural thermal energy storage has 
been used as a source of flexibility. Buildings with floor heating have a greater energy 
storage capacity than buildings with radiator heating. The researchers measured a storage 
efficiency of between 66% and 85% for non-renovated buildings. Stinner et al. [9] 
investigated power flexibility and proposed power curves that describe the evolution of 
power demand and availability over time. By defining a reference case and a maximal power 
curve, they simulated the maximum power flexibility for a building with CHP, HP, and TES. 
Junker et al. [18] introduce the flexibility function, which is a dynamic response to the energy 
consumption of a building. Based on a penalty control signal, the flexibility function 
represents a power-related flexibility step-response. De Coninck et al. [4] investigated the 3rd 
dimension of demand flexibility, the costs. They define cost curves for shifting the power 
demands of a building’s HVAC system. 

Salpakari et al. [19] investigated cost-optimal control of an HP, an electric boiler, and a water 
thermal energy storage system in an urban setting. Their simulation case study included low-
order models implemented in optimal control indicating that an HP and electric boiler 
combined with TES can successfully enable load shifting, a reduction of operational costs  
of energy usage, and an increase in self-consumption (i.e. energy consumption from on-site 
generation). Operational electricity costs and self-consumption are typical performance 
indicators used when investigating demand flexibility. The studies by Clauß et al. [20] and  
Finck et al. [21] provide an overview of key performance indicators used to measure demand 
flexibility. They pay special attention to flexibility indicators that are used in the control of 
building energy systems.  
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They find that conventional indicators such as operational energy costs and level of energy 
consumption are widely investigated in rule-based, optimal, and model predictive control. 
Indicators that describe flexibility such as load cover factor (self-generation), supply cover 
factor (self-consumption), flexibility factor, grid feed-in, available storage capacity, and 
storage efficiency [4,19,22–26], are primarily studied using rule-based control [20].  
Clauß et al. [20] recommended conducting case studies to consider these specific flexibility 
indicators using optimal control. Péan et al. [27] present a similar conclusion, arguing that 
flexibility indicators need further investigation within the framework of model predictive 
control (MPC). Flexibility indicators may consequently be used as performance indicators in 
the framework of an MPC and economic MPC (EMPC), or even considered as control 
objective [27].  

3.1.2 Review of modelling methods and key performance indicators of 
MPC implementations in buildings 

MPC controllers are becoming more widespread in energy management systems for 
buildings, because they optimally manage energy consumption through their use of weather 
forecasting and their prediction of the dynamics of a building’s energy system [28–33]. 
However, they are more complex than conventional controllers, because they must 
periodically perform an online optimization over a finite time horizon by modelling the  
entire building energy system. An MPC’s prediction performance strongly depends on the 
modelling approach used to represent the building’s energy system. Grey-box and black-box 
models have been identified as the most appropriate approaches [28]. For grey-box 
modelling, low-order resistance-capacitance networks are often used, which require less 
computational effort but exclude nonlinear characteristics [28]. In contrast, black-box 
models can cope with nonlinear behaviour but require sufficient data sets to be able to 
identify the dynamics of an energy system [28,34,35]. In recent years, artificial neural 
networks (ANNs) have been increasingly used as black-box models to represent building 
energy systems and to predict energy demand [34,36,37]. Afram et al. [34] provide a 
comprehensive overview of recent and successful implementations of ANNs with MPC, also 
called ANN-MPC. They find that ANN modelling improved performance of MPC-controlled 
HVAC subsystems. The use of ANN-MPC in real applications, experimental validations, and 
comparisons to conventional MPC – including grey-box modelling methods – would help to 
increase the acceptance of ANN-MPC in buildings. However, Afram et al. [34] conclude that 
most studies that have applied ANN-MPC have considered residential complexes and 
commercial buildings rather than residential buildings. Wang et al. [38] reach a similar 
conclusion, judging that the reason for this may be the lack of monitoring data in residential 
buildings due to the unavailability of sensors and meters. 
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There have been few successful demonstrations of MPC implementations in buildings,  
because the financial benefits of MPC implementation are still smaller than the total costs 
[39,40]. The main challenges in designing a robust and resilient MPC which can be adapted  
to different buildings are the consideration of the stochastic nature of disturbances such  
as weather and occupancy, the effort and cost of modelling methods, and the conflicting 
nature of control objectives [39,40]. As an example for conflicting control objectives, in an 
experimental study from Killian et al. [39], optimal control was applied to an office building  
to minimize the primary energy consumption for heating and cooling while maximizing users’ 
thermal comfort. A similar approach was taken by Viot et al. [41], using an MPC in an office 
building with a cost function that incorporated comfort (an optimal temperature within a 
comfort interval) and energy consumption costs. Sturzenegger et al. [42] implemented an 
office building HVAC system MPC which optimized the costs of operational energy usage and 
penalized comfort as constraint. Comfort as temperature bounds for MPC implementation 
was tested by Yu et al. [43], who used a climate chamber to investigate an MPC which 
minimized energy consumption for heating and cooling. In a study from Fiorentini et al. [30], 
an MPC was implemented in a residential building to demonstrate that available resources 
could be deployed to maximize systems efficiency while meeting occupant comfort. It can be 
noted that experimental investigations of MPC in buildings primarily consider energy costs, 
energy consumption, thermal comfort, and coefficient of performance (COP) as key 
performance indicators. 

3.1.3 Contribution and outline 

From the review of relevant literature it is clear that the development of MPC in  
buildings needs additional experimental investigation. Furthermore, a comparison of  
MPC implementations requires a comprehensive analysis of experimental results that  
show a multitude of performance indicators. This can be accomplished when all conventional 
indicators are presented, such as energy costs, energy consumption, thermal comfort, and 
COP. Additionally, to quantify demand flexibility in relation to the power grid, all relevant 
flexibility indicators need to be determined, so that conventional performance evaluation  
of MPC can be extended by evaluation of demand flexibility. 

This study presents an implementation of MPC in a residential building. The study also shows 
how flexibility indicators can be associated with the costs of energy usage. Based on this, an 
EMPC is introduced to optimize demand flexibility. The contributions of this experimental 
case study can be summarised as follows: 
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• An ANN-MPC approach is implemented in a residential building and the prediction 
performance of the ANNs and the ANN-MPC is presented. 

• Conventional performance indicators for MPC are determined, which are energy 
consumption, total cost of operational energy usage, and COP. Thermal comfort is 
represented by comfort bounds. Accordingly, the maximum and minimum room 
temperature are implemented as constraints in the MPC framework. 

• Demand flexibility indicators are given: the flexibility factor, supply cover factor, and 
load cover factor. 

• The study introduces an EMPC which enables the optimization of performance 
indicators for demand flexibility and in which the operational costs of energy usage 
are associated with flexibility indicators. 

The outline of the paper is as follows. Section 3.2 explains the methodology and the 
experimental case study. In section 3.2.1, the test building is described. In section 3.2.2,  
the MPC framework is presented. Section 3.2.2 (Model identification) provides insight into 
the identification procedure of black-box modelling using an ANN. The developed ANNs are 
integrated into the MPC framework. Section 3.2.3 introduces an EMPC for demand flexibility. 
The formulation of the EMPC includes different objective functions which can optimize the 
costs of energy usage associated with demand flexibility. The flexibility indicators and 
conventional performance indicators are also described in section 3.2.3. The MPC  
framework and the EMPC are tested, and the results are shown in section 3.3. 
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3.2   Methodology 

A Dutch residential building was used as a testbed to conduct the experimental case study of 
an EMPC approach that optimizes the costs of energy usage associated with demand 
flexibility. The EMPC was implemented and tested during the heating season, between 
January and April 2017. The building heating system was equipped with a condensing boiler 
which distributes heat to radiator circuits. For modelling of the heating system and the 
building, ANN models were identified from measurements made between January and 
March 2017. In March and April 2017, the ANN models were validated and implemented in 
the MPC framework. The validation of the ANN-MPC was conducted based on heating 
consumption. In April 2017, the MPC was modified to EMPC (Figure 3.1), and photovoltaic 
(PV) panels were virtually installed at the building to simulate on-site electricity generation. 
Additionally, an HP was virtually installed to simulate energy conversion from electricity to 
heating power. The virtual models of PV panels and the HP were implemented in the EMPC.  
 

 

Figure 3.1. Methodological framework of the economic model predictive controller (EMPC). 

Thus, the EMPC was simulated and tested with the energy system, including PV panels 
providing power that could be directly used by the HP and could be fed to the power grid, 
and an HP which was controlled to provide heating to the building. To investigate the 
optimization of costs of energy usage associated with demand flexibility, the EMPC assumed 
(1) the costs of consuming electricity from the grid, (2) the costs of consuming electricity 
from on-site PV power generation, and (3) the costs delivering electricity from on-site PV 
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power generation to the grid. Thus, the EMPC incorporates the costs of export of electricity 
and the costs of electricity consumption in one objective function. Accordingly, the most 
common indicators representing demand flexibility – the flexibility factor, supply cover 
factor, and load cover factor [20,21] – can be maximized while using an EMPC 
implementation that minimizes the total costs of energy usage. Two different EMPC 
approaches were introduced and tested. The EMPC approach 1 (EMPC1) maximized the 
flexibility factor and reduced the operational costs of electricity consumption. The EMPC 
approach 2 (EMPC2) maximized the flexibility factor, supply cover factor, and load cover 
factor and optimized the costs of electricity consumption from the grid, costs from on-site 
PV power generation, and costs for grid feed-in. 

To simulate electricity consumption from the power grid, hourly day-ahead prices from the 
Amsterdam Power Exchange (APX) spot market were implemented in the EMPC. The key 
function of the EMPC approach is that the controller is designed to regulate an HP but,  
in reality, regulates a condensing boiler. Thus, the controller combines the identified heating 
system model and the HP model. The heating system model represents heating supplied to 
the building and the HP model represents the energy conversion from electricity to heating 
power. The dynamic behaviour of the HP is studied by [44–47]. The major differences to the 
condensing boiler are variations in the start-up and shut-down phases, which are neglected  
in this experimental case study to justify the usage of a virtual HP model.  

3.2.1 Building description 

The dwelling was located in the city of Utrecht, the Netherlands, representing a typical old 
row house from 1910 (Figure 3.2). During the test period, two persons lived in the dwelling. 
The dwelling was 75 m2 with three floors (kitchen on first floor, living room on second, bed-
room on third). The building consisted of 25-cm outer and 15-cm inner brick walls. With a 
160°1 and -20° north-south orientation, the house was attached to neighbouring buildings. 
Due to the shading of the taller neighbouring building in the south, solar gains were limited 
(Figure 3.2). The windows at -110° and 70° orientation captured solar radiation in the 
morning and afternoon.  

 

 

 

 

 

1 0° = South orientation; 180° = North orientation; 90° = West orientation; -90° = East orientation 
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Windows in the living room had 50% single glazing and 50% double glazing; windows in the 
bedroom and kitchen had single glazing. Due to this large number of single-glazed windows, 
the thermal loads of the building were higher compared to those of renovated buildings.  
The annual heating energy usage was about 0.47 GJ/m2, which was delivered by a gas-fired 
condensing boiler. During cold periods when heating was required, the room temperature 
was controlled by one thermostat located on the second floor.  
 

 

Figure 3.2. Test building located in Utrecht, the Netherlands (left–front view -110° orientation,  
right–back view 70° orientation). 

3.2.2 MPC framework 

A model predictive controller was implemented, enabling real-time control with hourly  
time steps [30,38]. A receding horizon of 12 hours was used for the MPC to regulate room 
temperature set points. Real-time measurements served as hourly starting points. The 
controller implemented upper and lower comfort bounds, which were based on occupants’ 
preferences. Due to a deterministic occupancy profile 𝜖𝜖𝑡𝑡, the room temperature bounds  
were defined according to  

 

𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟,𝑠𝑠𝑠𝑠𝑠𝑠 =  �
18 ≤ 𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟,𝑠𝑠𝑠𝑠𝑠𝑠 < 22
20 ≤ 𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟,𝑠𝑠𝑠𝑠𝑠𝑠 < 22  𝑖𝑖𝑖𝑖 𝑡𝑡 ∊ (0: 00, 8: 00) 

𝑖𝑖𝑖𝑖 𝑡𝑡 ∊ (8: 00, 24: 00)� ,                                      (3-1) 
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and 

𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟,𝑠𝑠𝑠𝑠𝑠𝑠 ∈  ℤ .                                                                                                                       (3-2) 

 

The windows were closed during the test periods of MPC implementation. The opening of 
curtains (Cu.) was determined according to 

 

𝐶𝐶𝐶𝐶. 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 =  �𝐶𝐶𝐶𝐶. = 0  (𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐)
𝐶𝐶𝐶𝐶. = 1     (𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜)  𝑖𝑖𝑖𝑖 𝑡𝑡 ∊ (0: 00, 8: 00)&(20: 00, 24: 00) 

𝑖𝑖𝑖𝑖 𝑡𝑡 ∊ (8: 00, 20: 00) � ,     (3-3) 

 

where 𝑡𝑡 is the time (h). Because the MPC performed hourly simulations, a fast optimization 
strategy was required. Dynamic programming (DP) was used as optimization strategy and 
carried out in MATLAB. The DP algorithm handled the optimization with sufficient 
computational times of less than 30 min, because there was only one control variable,  
which was the average room temperature of the living room. During the computation of  
the optimization at each control time step, first the duration of computation was estimated, 
then the simulation was run to predict 12 hours ahead. More information about the DP 
algorithm can be found in [48].  

Data acquisition and processing 

The model predictive controller required a modelling and simulation platform and a 
communication interface to sensors and actuators. All models that were associated with 
optimal control were implemented in a MATLAB scheme. MATLAB was also used to retrieve 
data from the sensors and to transfer commands to the thermostat. As middleware between 
MATLAB and the sensors, microcontrollers were placed in the building to catch information 
from the sensors and send them to the MATLAB controller. The microcontrollers were 
Arduino Yun modules that were connected to temperature sensors of type DC95 
(thermistors) with an accuracy of 0.1 °C. The temperature sensors measured room 
temperatures (six sensors placed at 1.20 m height), surface temperatures (three sensors 
placed at 1.20 m height), radiator temperatures (two sensors attached to radiators), heating 
return, and heating supply temperatures (two sensors attached to pipes). The constant flow 
rate of the heating system was determined using an ultrasonic flow meter to have a value of 
0.8 m3/h. 
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Model identification 

Comprehensive data sets were collected from measurements for the modelling of the 
building envelope, including all thermal zones, and the heating system. Furthermore, 
historical weather data were used to create the weather forecasting model, which  
predicted horizontal and global solar radiation and ambient temperature. Weather data  
and measurement data were used to validate the black-box models that were identified  
using ANNs. Previous case studies have successfully validated ANNs to identify building 
dynamics and building heating systems [34–36,49–52] and global and horizontal solar 
radiation [53–56]. In the present study, three neural networks were identified – an ANN for 
the building with all thermal zones, an ANN for the heating system, and an ANN for the solar 
radiation forecasting. All ANNs were developed using the MATLAB Neural Network toolbox. 
The identification of the ANNs was processed offline (Figure 3.1). Therefore, the data sets 
from measurements were randomly divided into three data sets which were used for 
training (70%), validation (15%), and testing (15%). This procedure was repeated more than 
100 times. Additionally, for the ANNs of the building and the heating system, a second 
validation step was performed using a set of unseen data. The performance prediction of the 
ANNs was statistically estimated by obtaining the root-mean-square error (RMSE), mean 
absolute error (MAE), mean absolute percentage error (MAPE), coefficient of determination 
(R2), and goodness of fit (G) [34,35,51,57–59]. The mathematical description of the 
performance metrics can be found in the Appendix.  

Model identification - weather forecasting  

The weather forecasting model predicted ambient temperature and global and horizontal 
solar radiation. The ambient temperature was retrieved from online forecasting [60] using  
a local network of 10 weather stations that were located within a radius of 2.5 km [53]. An 
online MATLAB connection was established, integrating an application programming 
interface (API) to the website [60]. Because forecasting of solar radiation was typically not 
provided by local weather forecasting, an ANN was developed to predict short-term solar 
radiation. The ANN considered for the solar radiation forecasting model was based on a 
feedforward net-work that consisted of input signals 𝑢𝑢𝑖𝑖 (𝑖𝑖 = 1, 2, … ,𝑛𝑛), hidden layers, 
 and output signals 𝑦𝑦𝑖𝑖 according to 

 

𝑦𝑦𝑖𝑖 = 𝑓𝑓 ��𝑤𝑤𝑗𝑗𝑗𝑗𝑢𝑢𝑖𝑖

𝑛𝑛

𝑖𝑖=1

� .                                                                                                              (3-4) 
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In the hidden layer, each neuron 𝑗𝑗 represented a sum of the input signals 𝑢𝑢𝑖𝑖 with a weighting 
factor 𝑤𝑤𝑗𝑗𝑗𝑗 and connected to each output 𝑦𝑦𝑖𝑖 [54]. Based on local, historical weather data from 
the last 10 years [61], the ANN was trained using the input and output variables as shown in 
Figure 3.3.  

 

 

Figure 3.3. Inputs and outputs of artificial neural network (ANN) to obtain the global solar radiation 
(Igsr) and horizontal solar radiation (Ihsr). 

Global and horizontal solar radiation include direct and diffuse beam irradiance  
(I direct & diffuse beam). Therefore, a simplified clear sky model was used based on the work  
of Bird et al. [62]. For the ANN of solar radiation forecasting (W/m2), the best configuration 
was found with 75 hidden layers, resulting in a RMSE of 25, MAE of 13, MAPE of 0.19,  
R2 of 0.98, and G of 0.87, which were in good agreement with results from other studies 
[55,63,64].  

Model identification - building and heating system 

The ANNs for the building (building envelope with all thermal zones) and heating system  
were based on time-series problems that were nonlinear autoregressive with external 
(exogenous) input (NARX) problems. The NARX was a recurrent dynamic network using 
feedback connections according to  

 

𝑦𝑦(𝑡𝑡) = 𝑓𝑓(𝑦𝑦(𝑡𝑡 − 1),𝑦𝑦(𝑡𝑡 − 2), … ,𝑦𝑦�𝑡𝑡 − 𝑛𝑛𝑦𝑦�,𝑢𝑢(𝑡𝑡 − 1),𝑢𝑢(𝑡𝑡 − 2), … ,𝑢𝑢(𝑡𝑡 − 𝑛𝑛𝑢𝑢),    (3-5) 
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where 𝑦𝑦(𝑡𝑡) is the output signal and 𝑢𝑢(𝑡𝑡) is the exogenous input variable [65]. Input and 
output variables of the ANNs are shown in Figure 3.4. During the heating period, only the 
living room was heated. Thus, the ANN for the building predicted the average thermal-zone 
temperature Troom of the living room, the average surface temperature of the walls Tsurface,  
and the return temperature of the heating system Theating, return.  

 

 

 

Figure 3.4. Inputs and outputs of artificial neural networks (ANNs) for the building and the heating 
system. 

As can be seen in Figure 3.4, ANN inputs included the opening of windows and curtains. 
Measures of the opening of windows and curtains were recorded using a survey in which 
occupants filled in opening and closing times. The ANN for the heating system predicted the 
heating supply temperature so that the heating power could be calculated according to 
 

𝑃𝑃ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑓𝑓�𝑇𝑇ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒,𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 ;  𝑇𝑇ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒,𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑦𝑦; 𝑚̇𝑚ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒�.                                         (3-6) 
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Measurement data were recorded with 1-s time steps. To train the ANNs, a 3-month data set 
with Levenberg-Marquardt back-propagation was used. The data set for the identification 
was quite large compared with other studies, which identified ANNs based on data sets 
covering ranges of 10 days to 2 months [34,36,49,66]. The developed ANNs were applied to 
a validation set of unseen data (taken from 16 Mar. 2016 to 25 Mar. 2017), including 
temperature set point variations. The daily prediction performance is listed in Table 3-1.  
The best configuration for the ANN building model was with two input delays, two feedback 
delays, and five hidden layers. For the ANN heating system, the best configuration had two 
input delays, two feedback delays, and eight hidden layers. The identified ANNs showed a 
good accuracy compared to the results from other studies that used black-box approaches  
for building-energy modelling [34–36,49,66]. 

Table 3-1. Daily performance of ANN models on 10 days of unseen data (𝑄𝑄 =  ∫𝑃𝑃 𝑑𝑑𝑑𝑑, for example 
𝑄𝑄ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 =  ∫𝑃𝑃ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑑𝑑𝑑𝑑 ). 

ANN model RMSE MAE MAPE R2 G 

Heating 
system 

Q heating (kWh) 0.14–0.33 0.03–0.10 0.04–0.14 0.98–0.99 0.86–0.95 

Building T room (°C) 0.44–0.66 0.32–0.53 0.01–0.03 0.78–0.89 0.53–0.66 

 T surface (°C) 0.18–0.31 0.14–0.25 0.01 0.75–0.88 0.50–0.65 

 T heating, return (°C) 0.57–0.87 0.40–0.62 0.01–0.02 0.98–0.99 0.88–0.92 
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3.2.3 Economic MPC (EMPC)  

The online EMPC was implemented as shown in Figure 3.5.  

 

 

Figure 3.5. Online economic model predictive control (Online EMPC), adapted from Péan et al. [27]. 

The EMPC approach imposed constraints and incorporated disturbances and control signals 
into the optimization problem. The control decisions were retrieved from the system model 
which consists of black-box and white-box models. The black-box models were the ANNs for 
the building and heating system, and the white-box models virtually simulated the PV panels 
and the HP. The implementation of the models in the optimization scheme is shown in  
Figure 3.6. 
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Figure 3.6. Simplified flowchart of optimal control decisions using dynamic programming (DP). 
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Heat pump (HP) model 

The heating power of the HP was limited to 20 kW, which was the maximum heating power  
of the condensing boiler. The heating supply temperature of the HP reached a maximum of  
65 °C, which was the maximum setting for the condensing boiler during the entire test 
period. The virtual HP was an inverter-controlled air–water HP from NIBE (NIBE2120) [67]. 
During the learning phase, the condensing boiler was set in Eco mode, which meant that the 
heating supply temperature was kept as low as possible, providing energy-efficient 
operation. This control strategy was similar to conventional HP strategies. Thus, the virtual 
HP model assumed energy-efficient operation which was based on a piecewise linear 
interpolation function using manufacturers’ data (Figure 3.7). 

 

 

Figure 3.7. Performance of the air–water heat pump (HP); the coefficient of performance (COP) was  
a function of ambient temperature for different heating supply temperatures [67]. 

Photovoltaic (PV) model 

PV panels were virtually placed on the roof of the building in a west-southwest (WSW) 
orientation measured 70° from south orientation. As can be seen in Figure 3.2, the roof 
consisted of two areas with different inclinations: 47.5° and 55°. PV panels were placed in 
both areas, resulting in a total PV area of about 13 m2. The chosen PV panels were mono-
crystalline, with a nominal power of 300 W per module under standard test conditions (STC), 
in-plane-irradiation 𝐺𝐺𝑆𝑆𝑆𝑆𝑆𝑆 = 1000 𝑊𝑊/𝑚𝑚2 , and PV module temperature  𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚,𝑆𝑆𝑆𝑆𝑆𝑆 = 25 °C 
[68]. The PV model was based on the work of [69,70]. Power generation 𝑃𝑃𝑒𝑒𝑒𝑒.𝑔𝑔𝑔𝑔𝑔𝑔.𝑃𝑃𝑃𝑃  and  
energy performance of the PV modules ƞ 𝑒𝑒𝑒𝑒. were implemented in the MPC according to  
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𝑃𝑃𝑒𝑒𝑒𝑒.𝑔𝑔𝑔𝑔𝑔𝑔.𝑃𝑃𝑃𝑃 = 𝑃𝑃𝑒𝑒𝑒𝑒.𝑆𝑆𝑆𝑆𝑆𝑆
𝐺𝐺

𝐺𝐺𝑆𝑆𝑆𝑆𝑆𝑆
ƞ 𝑒𝑒𝑒𝑒.(𝐺𝐺′,𝑇𝑇′),                                                                              (3-7) 

 

ƞ 𝑒𝑒𝑒𝑒. = 1 + 𝑘𝑘1 𝑙𝑙𝑙𝑙 𝐺𝐺′ + 𝑘𝑘2 (𝑙𝑙𝑙𝑙 𝐺𝐺′)2 + 𝑇𝑇′(𝑘𝑘3 + 𝑘𝑘4 𝑙𝑙𝑙𝑙 𝐺𝐺′ + 𝑘𝑘5 (𝑙𝑙𝑙𝑙 𝐺𝐺′)2) +  𝑘𝑘6 𝑇𝑇′2,   (3-8) 

 

𝐺𝐺′ =
𝐺𝐺

𝐺𝐺𝑆𝑆𝑆𝑆𝑆𝑆
  ,                                                                                                                            (3-9) 

and 

𝑇𝑇′ = 𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚,𝑆𝑆𝑆𝑆𝑆𝑆 ,                                                                                                      (3-10) 

 

where 𝐺𝐺′ and 𝑇𝑇′ are normalized irradiation and temperature. The coefficients 𝑘𝑘1 − 𝑘𝑘6 
depended on the type of PV panels and were taken from [69]. 

Key performance indicators of EMPC 

This study presented conventional performance indicators and performance indicators for 
demand flexibility. The conventional indicators were energy consumption, operational 
energy costs, and the COP. For energy consumption, the HP used electricity from the grid 
and from PV panels. Additionally, the amount of heating provided by the HP was presented, 
and the resulting COP was retrieved according to Figure 3.7. The operational energy costs 
included (1) the costs of electricity consumption from the grid, (2) the costs related to 
electricity consumption from on-site PV power generation, and (3) the costs for grid feed-in 
from on-site PV power generation.  

The performance indicators for demand flexibility were the flexibility factor, supply cover 
factor, and load cover factor. The flexibility factor 𝐹𝐹𝐹𝐹 quantified heating energy provided by 
the HP during low-price and high-price periods for electricity according to 

 

𝐹𝐹𝐹𝐹 =  
∫  𝑃𝑃ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑑𝑑𝑑𝑑𝑡𝑡𝑙𝑙𝑙𝑙𝑙𝑙 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑒𝑒𝑒𝑒𝑒𝑒
𝑡𝑡𝑙𝑙𝑙𝑙𝑙𝑙 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

−  ∫  𝑃𝑃ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑑𝑑𝑑𝑑𝑡𝑡ℎ𝑖𝑖𝑖𝑖ℎ 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑒𝑒𝑒𝑒𝑒𝑒
𝑡𝑡ℎ𝑖𝑖𝑖𝑖ℎ 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝  𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

∫  𝑃𝑃ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑛𝑛𝑛𝑛 𝑑𝑑𝑑𝑑𝑡𝑡𝑙𝑙𝑙𝑙𝑙𝑙 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑒𝑒𝑒𝑒𝑒𝑒
𝑡𝑡𝑙𝑙𝑙𝑙𝑙𝑙 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

+  ∫  𝑃𝑃ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑑𝑑𝑑𝑑𝑡𝑡ℎ𝑖𝑖𝑖𝑖ℎ 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑒𝑒𝑒𝑒𝑑𝑑
𝑡𝑡ℎ𝑖𝑖𝑖𝑖ℎ 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

,                              (3-11) 

with 

−1 ≤ 𝐹𝐹𝐹𝐹 ≤ 1,                                                                                                                     (3-12) 
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where 𝑃𝑃ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 is the heating power. A flexibility factor of 1 indicated highest flexibility of the 
controlled system, and -1 correlated to inflexible energy usage. In the present study, the 
standard deviation was used to define high- and low-price periods according to [5]. Prices for 
energy consumption from the grid in periods above one standard deviation of 1σ were 
considered as high-price periods, and prices in periods below one standard deviation of -1σ 
were low-price periods. 

The degree of local power consumption covered by on-site electricity generation can be 
calculated using the load-matching indicators supply cover factor and load cover factor 
[22,25,71]. The supply cover factor 𝛾𝛾𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 (self-consumption) represents the ratio of direct 
consumption of PV electricity for heating 𝑃𝑃𝑒𝑒𝑒𝑒.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.𝐻𝐻𝐻𝐻−𝑃𝑃𝑃𝑃 and total PV electricity production 
𝑃𝑃𝑒𝑒𝑒𝑒.𝑔𝑔𝑔𝑔𝑔𝑔.𝑃𝑃𝑃𝑃 for a period 𝑁𝑁 according to 

 

𝛾𝛾𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =  
∑ 𝑃𝑃𝑒𝑒𝑒𝑒.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.𝐻𝐻𝐻𝐻−𝑃𝑃𝑃𝑃
𝑁𝑁
𝑡𝑡=1

∑ 𝑃𝑃𝑒𝑒𝑒𝑒.𝑔𝑔𝑔𝑔𝑔𝑔.𝑃𝑃𝑃𝑃
𝑁𝑁
𝑡𝑡=1

,                                                                                      (3-13) 

with 

0 ≤ 𝛾𝛾𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 ≤ 1.                                                                                                                 (3-14) 

 

The load cover factor 𝛾𝛾𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 (self-generation) represents the ratio of direct consumption of  
PV electricity for heating 𝑃𝑃𝑒𝑒𝑒𝑒.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.𝐻𝐻𝐻𝐻−𝑃𝑃𝑃𝑃 and total electricity heating demand 𝑃𝑃𝑒𝑒𝑒𝑒.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.𝐻𝐻𝐻𝐻 for a 
period 𝑁𝑁 according to 

 

𝛾𝛾𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 =  
∑ 𝑃𝑃𝑒𝑒𝑒𝑒.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.𝐻𝐻𝐻𝐻−𝑃𝑃𝑃𝑃
𝑁𝑁
𝑡𝑡=1

∑ 𝑃𝑃𝑒𝑒𝑒𝑒.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.𝐻𝐻𝐻𝐻
𝑁𝑁
𝑡𝑡=1

,                                                                                          (3-15) 

with 

0 ≤ 𝛾𝛾𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 ≤ 1.                                                                                                                    (3-16) 

EMPC1 

EMPC1 was designed to maximize demand flexibility as represented by the flexibility factor.  
A larger flexibility factor indicated a greater amount of HP-consumed electricity (provided for 
heating) shifting from high-price periods to low-price periods. The associated costs of energy 
usage were the costs of electricity consumption from the grid. Thus, EMPC1 attempted to 
minimize total costs 𝐽𝐽𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸1 for the HP’s operational electricity consumption from the grid 
𝑃𝑃𝑒𝑒𝑒𝑒.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.𝐻𝐻𝐻𝐻−𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔  according to  
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𝑚𝑚𝑚𝑚𝑚𝑚 𝐽𝐽𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸1 =  ��𝐶𝐶𝑒𝑒𝑒𝑒.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔(𝑡𝑡) 𝑃𝑃𝑒𝑒𝑒𝑒.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.𝐻𝐻𝐻𝐻−𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔(𝑡𝑡) ∆𝑡𝑡�
𝑁𝑁

𝑡𝑡=1

;    

 𝑁𝑁 = 12 ℎ;    ∆𝑡𝑡 = 1 ℎ,              (3-17) 

 

where 𝐶𝐶𝑒𝑒𝑒𝑒.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 is the price of electricity consumption from the grid, which corresponded 
to hourly day-ahead prices from the APX spot market [5,28,31,32]. Costs related to electricity 
consumption from on-site PV power generation, and costs for grid feed-in from on-site PV 
power generation were not considered in EMPC1. 

EMPC2 

EMPC2 was designed to maximize demand flexibility as represented by the flexibility  
factor, the supply cover factor, and the load cover factor. As mentioned above, maximizing 
the flexibility factor can be reached by minimizing the total operational costs of energy 
consumption from the grid. Maximizing the supply cover factor and load cover factor refers 
to an increase of self-consumption, or respectively an increase of electrical energy consumed 
from on-site PV power generation. On-site PV-generated electrical energy not used by the 
HP was exported to the power grid. Thus, EMPC2 required the inclusion of three different 
terms: (1) energy consumption from the grid, (2) energy consumption from on-site PV power 
generation, and (3) energy exported to the grid from on-site PV power generation. By 
accounting for the operational costs associated with each of these terms, one objective 
function was created which included costs for electricity consumption from the grid, costs  
for direct consumption of PV-generated power, and costs for grid feed-in. The study, 
therefore, introduced an EMPC for demand flexibility which was formulated as a  
minimization problem according to 

 

𝑚𝑚𝑚𝑚𝑚𝑚 𝐽𝐽𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸2 =  ��𝐶𝐶𝑒𝑒𝑒𝑒.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔(𝑡𝑡) 𝑃𝑃𝑒𝑒𝑒𝑒.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.𝐻𝐻𝐻𝐻−𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔(𝑡𝑡) ∆𝑡𝑡�
𝑁𝑁

𝑡𝑡=1

+ �(𝐶𝐶𝑒𝑒𝑒𝑒.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.𝑃𝑃𝑃𝑃(𝑡𝑡) 𝑃𝑃𝑒𝑒𝑒𝑒.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.𝐻𝐻𝐻𝐻−𝑃𝑃𝑉𝑉(𝑡𝑡) ∆𝑡𝑡)  
𝑁𝑁

𝑡𝑡=1

+ ��𝐶𝐶𝑒𝑒𝑒𝑒.𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑖𝑖𝑖𝑖 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔(𝑡𝑡) 𝑃𝑃𝑒𝑒𝑒𝑒.𝑃𝑃𝑃𝑃 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔(𝑡𝑡) ∆𝑡𝑡�
𝑁𝑁

𝑡𝑡=1

, 

𝑁𝑁 = 12 ℎ;    ∆𝑡𝑡 = 1 ℎ ,      (3-18) 
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where 𝐶𝐶𝑒𝑒𝑒𝑒.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 is the price of electricity consumption from the grid, 𝐶𝐶𝑒𝑒𝑒𝑒.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.𝑃𝑃𝑃𝑃 is the price 
of electricity consumption from on-site PV generation, and 𝐶𝐶𝑒𝑒𝑒𝑒.𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑖𝑖𝑖𝑖 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 is the price of 
electricity exported to the power grid. 

Reference case 

A reference case was simulated to evaluate the results of EMPC1 and EMPC2. A 24-h period 
was simulated using a traditional PI controller according to 

 

𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟,𝑠𝑠𝑠𝑠𝑠𝑠,𝑟𝑟𝑟𝑟𝑟𝑟 =  �
𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟,𝑠𝑠𝑠𝑠𝑠𝑠,𝑟𝑟𝑟𝑟𝑟𝑟 = 18
𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟,𝑠𝑠𝑠𝑠𝑠𝑠,𝑟𝑟𝑟𝑟𝑟𝑟 = 20  𝑖𝑖𝑖𝑖 𝑡𝑡 ∊ (0: 00, 8: 00) 

𝑖𝑖𝑖𝑖 𝑡𝑡 ∊ (8: 00, 24: 00)�  .                                 (3-19) 

 

The results of the reference case simulation were compared to the measured and predicted 
results of EMPC1 and EMPC2. This comparison gave an indication of the performance of the 
two EMPC approaches as measured by heating energy consumption, costs for electricity 
consumption, the HP’s COP, and demand flexibility. 
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3.3   Results 

Experiments were carried out at the beginning of April 2017. Experimental results are shown 
for the validation of the MPC framework (3.3.1) and the application of the EMPC1 and 
EMPC2 (3.3.2). During the test days, hourly predictions of the ambient temperature were 
retrieved from local weather stations. Global and horizontal solar radiation was calculated 
based on the developed forecasting model (ANN sol. rad. forecasting). The MPC results are 
illustrated below, and measured data are compared to predicted data. 

3.3.1 Validation of MPC framework 

The model predictive controller was implemented and initially tested on 3 April 2017  
between 10:00 and 14:00. During the validation period, solar radiation (W/m2) and ambient 
temperature (°C) were measured and predicted. The results of the weather forecasting are 
illustrated in Figure 3.8. A prediction performance is calculated for ambient temperature (°C) 
of RMSE = 0.34, MAE = 0.25, and MAPE = 0.02, and for hourly solar radiation (W/m2) of  
RMSE = 25, MAE = 20, and MAPE = 0.06. 

 

 

 

Figure 3.8. Validation of MPC; validation period 10:00 – 14:00; hourly ambient temperature a) 
measured, b) predicted, and c) difference; hourly solar radiation d) measured, e) predicted, and  
f) difference. 
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For the validation period, a constant room temperature set point of 20 °C was chosen. 
Measured and predicted room temperatures can be found in Figure 3.9. The measured 
average room temperature varied between 19.4 °C and 20.1 °C, which is in accordance with 
the temperature range of historical data. The change in average room temperature was due 
to prevailing weather conditions and the transient interaction of room temperatures and 
wall temperatures. Using an ANN to simulate the room temperature resulted in a 
temperature curve that fit well to the measured data. A prediction performance was 
calculated for room temperature (°C) of RMSE = 0.14, MAE = 0.11, and MAPE = 0.01,  
and for heating demand (kWh) of RMSE = 0.12, MAE = 0.11, and MAPE = 0.18. 

 

 

 

Figure 3.9. Validation of MPC; validation period 10:00 – 14:00; MPC results for a constant temperature 
set point of 20 °C; average room temperature a) measured, b) predicted, and c) difference; hourly 
heating demand (Pheating) d) measured, e) predicted, and f) difference. 

3.3.2 EMPC 

The MPC framework was modified to two EMPC approaches. Measured and predicted data 
were collected for a 24-h period (one day), and results were compared for flexibility 
indicators, daily energy consumption, and total costs of electricity consumption. 
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EMPC1  

EMPC1, designed to maximize the flexibility factor, was implemented and tested on 05 April 
2017. The results of hourly predictions and measurements taken for ambient temperature 
and solar radiation are depicted in Figure 3.10. A prediction performance was calculated for 
ambient temperature (°C) of RMSE = 0.96, MAE = 0.77, MAPE = 0.07, R2 = 0.80, G = 0.55 and 
for the hourly solar radiation (W/m2) of RMSE = 37, MAE = 24, MAPE = 0.25, R2 = 0.96 and  
G = 0.79.  

 

 

 

Figure 3.10. EMPC1; hourly ambient temperature a) measured, b) predicted, and c) difference; hourly 
solar radiation d) measured, e) predicted, and f) difference. 

Based on hourly weather forecasting and hourly electricity prices, EMPC1 simulated the 
optimal control decisions for the operation of the room temperature set points. The results  
of those control decisions are illustrated in Figure 3.11. A prediction performance was 
calculated for room temperature (°C) of RMSE = 0.24, MAE = 0.16, MAPE = 0.01, R2 = 0.89, 
and G = 0.66 and for heating demand (kWh) of RMSE = 0.26, MAE = 0.17, MAPE = 0.30,  
R2 = 0.97, and G = 0.82. Between 5:00 and 6:00, during low-price periods (Figure 3.11b),  
the HP was scheduled to provide heating to the building (Figure 3.11c). Due to preheating in 
low-price periods, only minimal heating consumption was required during high-price periods 
(Figure 3.11a). A summary of the test results using EMPC1 can be found in Table 3-2.  
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Table 3-2 also lists the results of a simulated reference case using perfect weather prediction 
and feedback control. The results from EMPC1 indicate that total operational electricity costs 
were reduced by 7%, and heating demand was increased by 1.5% when measured EMPC1 
results were compared to the reference case. However, EMPC1 was designed to maximize  
the flexibility factor, which increased from -0.89 to 0.42. 
 

 

 

 

Figure 3.11. EMPC1; Hourly APX electricity prices including a) high-price periods and b) low-price 
periods; c) hourly room temperature set points; room temperature d) measured, e) predicted, and  
f) difference; heating demand (Pheating) g) measured, h) predicted, and i) difference. 
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Table 3-2. Summary results for EMPC1 (𝑄𝑄 =  ∫𝑃𝑃 𝑑𝑑𝑑𝑑, for example 𝑄𝑄ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 =  ∫𝑃𝑃ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑑𝑑𝑑𝑑 ). 

Results MPC predicted MPC measured Reference case 

𝐽𝐽 (Euro cent) 12.43 12.86 13.85 

𝑄𝑄ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 (kWh) 18.71 18.41 18.15 

𝑄𝑄𝑒𝑒𝑒𝑒.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.𝐻𝐻𝐻𝐻−𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔  (kWh) 3.86 3.95 3.50 

𝑄𝑄𝑒𝑒𝑒𝑒.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.𝐻𝐻𝐻𝐻−𝑃𝑃𝑃𝑃 (kWh) 0.42 0.39 0.46 

𝑄𝑄𝑒𝑒𝑒𝑒.𝑔𝑔𝑔𝑔𝑔𝑔.𝑃𝑃𝑃𝑃 (kWh) 5.44 5.75 5.75 

𝐶𝐶𝐶𝐶𝐶𝐶 (-) 4.37 4.24 4.58 

𝐹𝐹𝐹𝐹 (-) 0.44 0.42 -0.89 

𝛾𝛾𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠  (-) 0.08 0.07 0.08 

𝛾𝛾𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 (-) 0.10 0.09 0.12 

 

EMPC2  

EMPC2, designed to maximize the flexibility factor, the supply cover factor, and the load  
cover factor, was implemented and tested on 11 April 2017. Figure 3.12 shows the results of 
the weather forecasting and measurement data.  

A prediction performance was calculated for ambient temperature (°C) of RMSE = 0.71,  
MAE = 0.58, MAPE = 0.06, R2 = 0.94, and G = 0.76 and for hourly solar radiation (W/m2) of  
RMSE = 42, MAE = 25, MAPE = 0.25, R2 = 0.95, and G = 0.76.  

In addition to APX electricity prices (𝐶𝐶𝑒𝑒𝑒𝑒.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔(𝑡𝑡)), EMPC2 required the determination of 
the price of electricity consumed from PV generation (𝐶𝐶𝑒𝑒𝑒𝑒.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.𝑃𝑃𝑃𝑃) and the price of electricity 
exported to the power grid (𝐶𝐶𝑒𝑒𝑒𝑒.𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑖𝑖𝑖𝑖 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔). For the test day, the electricity prices were 
assumed according to 

 

𝐶𝐶𝑒𝑒𝑒𝑒.𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑖𝑖𝑖𝑖 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔(𝑡𝑡) = −𝐶𝐶𝑒𝑒𝑒𝑒.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔(𝑡𝑡),                                                                           (3-20) 

and 

𝐶𝐶𝑒𝑒𝑒𝑒.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.𝑃𝑃𝑃𝑃(𝑡𝑡) =  −5 �𝐶𝐶𝑒𝑒𝑒𝑒.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔(𝑡𝑡)� .                                                                         (3-21) 
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Figure 3.12. EMPC2; hourly ambient temperature a) measured, b) predicted, and c) difference; hourly 
solar radiation d) measured, e) predicted, and f) difference. 

The results of the control decisions of EMPC2 are shown in Figure 3.13. A prediction 
performance was calculated for room temperature (°C) of RMSE = 0.27, MAE = 0.18,  
MAPE = 0.01, R2 = 0.93, and G = 0.73 and for heating demand (kWh) of RMSE = 0.19,  
MAE = 0.10, MAPE = 0.28, R2 = 0.99, and G = 0.89. During low-price periods (APX price),  
the HP provided heating to the building (5:00 – 6:00). Between 15:00 and 17:00 the optimal 
temperature set point was raised to 22 °C. During this time slot, APX prices were relatively 
low and PV power generation was relatively high compared to the daily average. Using 
EMPC2 resulted in increases of flexibility factor from -0.88 to 0.67, supply cover factor  
from 0.04 to 0.13, and load cover factor from 0.07 to 0.16, as shown in Table 3-3. 

Equation 3-20 and 3-21 assume a constant relation between APX electricity prices 
(𝐶𝐶𝑒𝑒𝑒𝑒.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔(𝑡𝑡)), prices of direct electricity consumption from PV (𝐶𝐶𝑒𝑒𝑒𝑒.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.𝑃𝑃𝑃𝑃) and prices  
of electricity exported to the power grid (𝐶𝐶𝑒𝑒𝑒𝑒.𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑖𝑖𝑖𝑖 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔). Additional simulations were 
performed to analyse the effect of price variations. Figure 3.14 illustrates the results  
of varying 𝐶𝐶𝑒𝑒𝑒𝑒.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.𝑃𝑃𝑃𝑃/−𝐶𝐶𝑒𝑒𝑒𝑒.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 between a value of 1 and 15 while keeping 
𝐶𝐶𝑒𝑒𝑒𝑒.𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑖𝑖𝑖𝑖 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 = −𝐶𝐶𝑒𝑒𝑒𝑒.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 constant. 

 

 



100                                                                                                                                                         Chapter 3 

 

 
 

 

 
 

Figure 3.13. EMPC2; Hourly APX electricity prices including a) high-price periods and b) low-price 
periods; c) hourly room temperature set points; room temperature d) measured, e) predicted, and  
f) difference; heating demand (Pheating) g) measured, h) predicted, and i) difference. 
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Table 3-3. Summary results for EMPC (𝑄𝑄 =  ∫𝑃𝑃 𝑑𝑑𝑑𝑑 , for example 𝑄𝑄ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 =  ∫𝑃𝑃ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑑𝑑𝑑𝑑 ). 

Results MPC predicted MPC measured Reference case 

𝐽𝐽 (Euro cent) 13.69 13.85 14.28 

𝑄𝑄ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 (kWh) 19.53 19.33 16.13 

𝑄𝑄𝑒𝑒𝑒𝑒.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.𝐻𝐻𝐻𝐻−𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔  (kWh) 4.05 4.25 3.61 

𝑄𝑄𝑒𝑒𝑒𝑒.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.𝐻𝐻𝐻𝐻−𝑃𝑃𝑃𝑃 (kWh) 0.81 0.82 0.28 

𝑄𝑄𝑒𝑒𝑒𝑒.𝑔𝑔𝑔𝑔𝑔𝑔.𝑃𝑃𝑃𝑃 (kWh) 7.15 6.56 6.56 

𝐶𝐶𝐶𝐶𝐶𝐶 (-) 4.02 3.76 4.15 

𝐹𝐹𝐹𝐹 (-) 0.68 0.67 -0.88 

𝛾𝛾𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠  (-) 0.11 0.13 0.04 

𝛾𝛾𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 (-) 0.17 0.16 0.07 

 

 

Figure 3.14. EMPC2; Price variations by changing 𝐶𝐶𝑒𝑒𝑒𝑒.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.𝑃𝑃𝑃𝑃/−𝐶𝐶𝑒𝑒𝑒𝑒.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 and assuming 
𝐶𝐶𝑒𝑒𝑒𝑒.𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑖𝑖𝑖𝑖 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 = −𝐶𝐶𝑒𝑒𝑒𝑒.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔  ; a) daily operational electricity costs JEMPC; b) daily heating energy 
Qheating; c) supply cover factor ysupply (self-consumption); d) load cover factor ysupply (self-generation).   



102                                                                                                                                                         Chapter 3 

3.4   Discussion 

An economic model predictive controller was implemented in a Dutch residential building. 
This controller included day-ahead electricity prices. The next step will be to incorporate 
intraday electricity prices to be able to adapt to short-term variations, as recommended  
by Heldegaard et al. [72]. The EMPC also integrated weather forecasting and prediction of 
building and heating system dynamics. The EMPC consisted of models using artificial neural 
networks. ANNs are black-box models which are formulated without using any physical 
equations. An advantage of ANNs is their ability to deal with nonlinear dynamics.  
A disadvantage is that they require large data sets for validation. In the present study,  
four months of measurement data (January–April 2017) were used to identify and validate 
the black-box models representing the building dynamics and the heating system. A ten-year  
data set was used to identify the black-box model for forecasting the global and horizontal 
solar radiation. During the test days, the ANN which forecasts solar radiation (W/m2) 
achieved a prediction performance of RMSE of 37–42, MAE of 24–25, MAPE of 0.25,  
R2 of 0.95–0.96, and G of 0.76–0.79, which was less accurate than the prediction 
performance during the validation phase of RMSE = 25, MAE = 13, MAPE = 0.19, R2 = 0.98, 
and G = 0.87. The decrease in prediction performance during test days was because of 
uncertainty in the forecasts of ambient temperature, precipitation, sunshine hours, cloud 
cover, relative humidity, and air pressure. The forecast of these parameters was retrieved 
from a professional forecasting service that provided hourly data. A shorter time step for 
predictions may increase the prediction accuracy [56]. However, shorter prediction time 
steps require a larger state space for the optimization and thus increase the MPC 
computational time.  

During the EMPC1 test day, no direct solar radiation affected the indoor climate. During the 
EMPC2 test day, direct solar radiation was observed at 18:00 (Figure 3.13 d, e and f), 
resulting in a steep increase in room temperature and a reduction of prediction accuracy 
(delta T of up to 1 K). It is observed that steep, short-term room temperature changes are 
less accurately predicted (delta T of up to 1.5 K in the first 10 min of heating with set point 
changes). However, the overall prediction performance for room temperature (°C) of RMSE 
of 0.24–0.27, MAE of 0.16–0.18, MAPE of 0.01, R2 of 0.89–0.93, and G of 0.66–0.73 was in  
good agreement with other studies [34–36,49,66], as was the prediction performance for 
heating consumption (kWh) of RMSE of 0.19–0.26, MAE of 0.10–0.17, MAPE of 0.28–0.30,  
R2 of 0.97–0.99, and G of 0.82–0.89. 

During the learning and validation phase of the MPC, the thermal heating power varied 
between 8 kW and 20 kW, and a maximum of three on/off cycles of the heating system per 
hour were observed. Compared to conventional HPs in heating systems, the number of 
on/off cycles is reasonable.  
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For the future, the number of on/off cycles is less critical when using inverter-controlled HPs 
that modulate heating power by regulating the compressor speed [27,73]. In the present 
study, a virtual inverter-controlled HP was assumed and simulated using a regression model 
which fit manufacturers’ data. This modelling approach was sufficient for simulation studies 
to represent the performance of the HP [74]. For experimental case studies with real HPs, 
more sophisticated and full dynamic modelling approaches are recommended, for instance 
approaches using ANNs [74]. A similar conclusion is made for determining realistic 
performance measures of real PV panels in the control of building energy management 
systems [75]. The study [75] provides an extensive review of ANNs applied to solar energy 
systems, including PV. The authors in [75] suggest the use of ANN and machine-learning 
approaches to solar energy systems to reduce the financial expenses for modelling. 

During the learning and validation phase of the MPC, a maximum, virtual PV power of  
1 kW was calculated. From Table 3-2 and Table 3-3, it can be seen that the amount of daily 
electrical energy provided by the virtual PV (𝑄𝑄𝑒𝑒𝑒𝑒.𝑔𝑔𝑔𝑔𝑔𝑔.𝑃𝑃𝑃𝑃) was higher than the daily electricity 
consumption of the virtual HP (𝑄𝑄𝑒𝑒𝑒𝑒.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.𝐻𝐻𝐻𝐻). In contrast, the calculated self-consumption 
varied between 7% and 25%. This was primarily because the maximal PV power was always 
lower than the HP’s electrical power consumption. A simple solution could be the installation 
of an electrical battery that could compensate for this mismatch. The electrical battery could 
be directly fed by the PV, and the battery’s state of charge could be added as state variable  
to the MPC. An integration into the MPC as an additional control variable is not required. 

In the tested MPC, deterministic profiles of occupancy and window and curtain openings 
were used. Occupants were asked to follow a predefined schedule for opening of windows 
and curtains during the MPC experimental phase. In a next step, occupants’ behaviour will be 
incorporated using a stochastic approach, as suggested by Wang et al. [16], to consider the 
uncertainty of energy flexibility that is due to the uncertainty of occupancy. 
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3.5   Conclusion 

In the present paper, an experimental case study was presented of an MPC implemented in a 
residential building. An ANN-MPC approach was used to represent the dynamical behaviour 
of the heating systems and the building. Another ANN model was developed for weather 
forecasting to obtain global and horizontal solar radiation. All ANN models and the ANN-MPC 
were validated and tested, showing good prediction performance. The application of ANN 
models can be recommended for future identification of the dynamics of buildings and 
heating systems and for weather forecasting. The application of ANN-MPC can be 
recommended as a generic approach for optimal control of energy usage in energy systems  
in residential buildings. As a next step, it is important to adapt this generic methodology to 
other residential buildings. Further experimental case studies are required that compare 
MPC implementations, including performance evaluation of conventional and flexibility 
indicators. 

This paper also introduced an EMPC approach to optimize demand flexibility. For this 
approach, operational costs of energy usage were associated with demand flexibility, which  
was represented by these flexibility indicators: flexibility factor, supply cover factor, and load 
cover factor. The operational costs were (1) the costs of consuming electricity from the grid, 
(2) the costs of consuming electricity from on-site PV power generation, and (3) the costs 
delivering electricity from on-site PV power generation to the grid. By taking into account  
the operational costs of energy usage, one objective function can be created, and demand 
flexibility can be optimized. As an example, assuming positive prices for electricity 
consumption from the grid, negative prices for electricity consumption from on-site PV 
generation, and negative prices for grid feed-in from on-site PV power generation resulted in 
an increase of flexibility factor, supply cover factor (self-consumption), and load cover factor 
(self-generation). This generic approach offers the possibility to regulate on-site generation, 
grid consumption, and grid feed-in. The methodology can be adapted to flexibility indicators 
which are associated with the costs of energy usage. 
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3.6   Appendix – Performance metrics 

𝑖𝑖 is the sample number, 𝑛𝑛 is the total number of samples, 𝑒𝑒 is the estimated data, 𝑜𝑜 is the 
output, 𝑜̅𝑜 is the mean output 
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Abstract 

Controllers employing optimal control strategies will pave the way to enable flexible 
operations in future power grids. As buildings will increasingly act as prosumers in future 
power grids, optimal control of buildings’ energy consumption will play a major role in 
providing flexible operations. Optimal controllers such as model predictive controller are  
able to manage buildings’ operations and to optimize their energy consumption. For online 
optimization, model predictive controller require a model of the energy system. The more 
accurate the system model represents the system dynamics, the more accurate the model 
predictive controller predicts the future states of the energy system while optimizing its 
energy consumption. In this article, a system model is presented that can be used in online 
MPC, including dynamic programming as optimization strategy. The system model is 
validated using a building and heating system, including heat pump and thermal energy 
storage. The following bullet points summarize the main requirements for the configuration 
of the system model: 

• The system model performs fast with low computational effort in less than 1s 
• The system model can be implemented in online MPC 
• The system model accurately represents the dynamic behaviour  
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4.1   Method details 

To implement large amounts of renewable energy sources, power systems are required to 
change towards flexible operations. One possible source of flexible operations is the energy 
consumption of buildings, as buildings account for a large proportion of total energy 
consumption [1]. To adapt the energy consumption of buildings to fluctuations in supply, 
innovative control strategies are needed that enable flexible operations and optimally 
manage the energy consumption.  

Controllers employing optimal control strategies are for example model predictive controller 
(MPC) [2]. To optimize the energy consumption, the MPC integrates a model of the building 
energy system. This system model implements disturbances (for example the weather 
forecasting) and predicts the future states of the building energy system [3,4]. So far,  
simplified system models such as resistance-capacitance (RC) network models have been 
predominantly used to study MPC in buildings. The RC models represent the building and 
heating system and are often validated offline. For online MPC, models of the building and 
heating system are converted to continuous-time state-space models via model linearization 
[4,5]. The use of linear modelling for online optimization is due to their ease of 
implementation and their low computational effort [4,5]. Linear models, however, have 
shown a low performance in predicting the energy consumption of buildings because they 
are not able to represent the complex and dynamic interactions within building energy 
systems [4,6].  

To make a step towards application of MPC in building energy systems, models of building 
energy systems need to be developed for online optimization that, 1) can accurately predict 
the energy consumption, 2) can perform fast with low computational effort, 3) can fit into 
online optimization schemes. Furthermore, if the same system model can be used in both, 
offline validation and online optimization, then model reduction (state-space linearization of 
the model) for MPC is obsolete. 

In this article, a detailed system model is presented that can be used in online MPC [7].  
For the MPC, the system model is configured to fit into a dynamic programming scheme as 
optimization strategy. The MPC modelling approach, thus, does not require any model  
reduction for online optimization because the developed system model can be used for both 
offline validation and online optimization.  

For offline validation, the datasets of non-time-series data were randomly divided into  
three datasets (training, validation, and testing). For time-series black-box modelling, the 
identification – including training (70%), validation (15%), and testing (15%) – was done in  
a so-called series-parallel architecture using standard backpropagation.  
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After identification, the nonlinear autoregressive with external (exogenous) input (NARX) 
model was transformed into a multi-step-ahead prediction network. The performance of all 
models of the system components was tested using a dataset of unseen data. For each of 
the models, the procedure was repeated more than 100 times to obtain the best 
performance. 

For offline and online validation, model performance of the system and the system 
components was calculated using root mean square error (RMSE), mean absolute error 
(MAE), mean absolute percentage error (MAPE), coefficient of determination (R2), and 
goodness of fit (G) [2,8–13]. The mathematical descriptions of the performance metrics can 
be found in Appendix I.  

For online implementation, additionally, the system model is configured to perform fast with 
low computational effort and to accurately predict the dynamics of the system components. 
It is noted that the developed system model provides a plug-and-play solution to integrate 
models of the system components.  

The aim of this study is to identify a dynamic system model of the building and heating 
system. This is why the study firstly presents the system model and the experimental set up, 
including data acquisition and processing. Then modelling and validation of the system 
components is described, and finally the application of the system model for online 
optimization is discussed. 

4.1.1   Experimental setup and system modelling 

We tested and modelled a low energy house, which was located in the Netherlands.  
Between November 2017 and April 2018, measurement data were recorded for the building 
and heating system, including occupants’ domestic hot water profile and the heating 
demand. The heating system of the building consisted of a heat pump (HP), a photovoltaic 
thermal solar collector (PVT), a space heating (SH) tank, and a domestic hot water (DHW) 
tank. Table 4-1 lists the properties of the building and heating system. For the system model, 
the SH demand is simulated that was an integrated floor heating system throughout the 
entire building. Furthermore, a stochastic modelling approach for the DHW demand is 
implemented that was retrieved from the stochastic behaviour of occupants. Figure 4.1 
shows the system model of the building and the heating system that is illustrated as process 
flow diagram. Figure 4.2 illustrates the system model that is implemented in an MPC 
framework. We, therefore, defined the models of the weather forecasting, the HP, the SH 
tank, the SH demand, the DHW tank, and the DHW demand as the system components. 
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Table 4-1. Properties of the building and heating system. 

Building and heating system Properties 

Detached house 
Total floor area = 345 m2 
Annual heating energy consumption = 55.6 kWh/m2 

HP 
NIBE F1155-16 
Nominal heating output = 16 kW 

PVT TripleSolar with a total area = 30 m2 

SH tank 
Volume = 1000 L 
Insulation thickness = 0.2 m 
Insulation thermal conductivity = 0.07 W/(mK) 

DHW tank 
Volume = 300 L 
Insulation thickness = 0.05 m 
Insulation thermal conductivity = 0.07 W/(mK) 

 

 

 

Figure 4.1. Process flow diagram of the building heating system. 
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Figure 4.2. Methodological framework of the system model implemented in online MPC. 

For acquisition of measurement data, the HP was equipped with sensors that measured 
temperatures in the upper third of each tank. The HP also had sensors for the ambient 
temperature and the supply and return temperatures of the evaporator and condenser 
circuits. A DT80-dataTaker data logger was installed for this project to capture all DHW and 
SH tank supply and return temperatures along with measurements at two heights in the 
DHW tank and three heights in the SH tank. Temperature sensors for the data logger and the 
heat pump were Negative-Temperature-Coefficient thermistors with a tolerance of 5% 
(accuracy of 0.1 °C at 20 °C). Flow meters were also installed to provide information on fluid 
flow rates in the HP evaporator and condenser circuits and the floor heating circuit and to 
measure tap water demand. The Huba-Control flow meters measured in a range between 
0.5 and 150 L/min with +/- 2% accuracy. The experimental setup also included an electricity 
meter from Imbema-Controls to measure energy consumption by the HP. Electricity 
consumption values were issued via pulse outputs of 1000 imp/kWh to the data logger. The 
electricity that was generated by the PVT was not measured because the current systems 
directly fed electricity into the power grid. 

Measurement data were recorded with a 1-min time step and submitted to a MATLAB 
controller (Figure 4.3). MATLAB 2017a was used for the processing of data. To exchange 
information with the heat pump, a Modbus Remote-Terminal-Unit was installed, which 
enabled the use of Modbus as a communication protocol. Modbus is widely used in  
building management systems because this message structure is reliable for bi-directional 
communication of data. 
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Figure 4.3. Communication infrastructure for the building heating system. 

4.1.2   Weather forecasting model 

Short-term weather forecasting included forecasting of global and horizontal solar radiation 
and ambient temperature. The local ambient temperature was obtained from professional 
online forecasting [14]. An application programming interface between the forecasting 
service and the MATLAB controller was created to retrieve real-time forecasting of the 
ambient temperature. Forecasting of the global and horizontal solar radiation was 
implemented by designing a feedforward artificial neural network (ANN) that had been 
successfully applied in a previous case study [2]. The ANN integrated the input signals 
including year, month, day, hour of day, sunshine hours, ambient temperature, dew point 
temperature, relative humidity, cloud cover factor, air pressure, precipitation, and direct and 
diffuse beam irradiance [2]. To obtain the direct and diffuse beam irradiance, a simplified 
clear sky model was used, which was developed by Bird et al. [15]. For weather forecasting, 
the ANN was trained, validated, and tested using a weather data set of 7 years (2011–2017) 
of hourly data [16]. For the hourly forecasting of solar radiation 𝐼𝐼𝑔𝑔𝑔𝑔𝑔𝑔−ℎ𝑠𝑠𝑠𝑠 (W/m2), the best 
configuration was found with 50 hidden layers, resulting in an RMSE of 22, MAE of 12, MAPE 
of 0.19, R2 of 0.99, and G of 0.88, which were in good agreement with results from other 
studies [2,17–19]. 

4.1.3   SH tank model 

For the SH tank, grey-box and black-box models are typically applied to online optimization. 
For optimal control, grey-box models are one-node capacity models [20–24] or one-
dimensional multi-node models [20,25–27]. Black-box models include, for example, ANN 
[10,28], transfer function, state-space (SS) or autoregressive exogenous [8] models. 
However, because of the lack of experimental MPC implementations, none of the grey-box 
or black-box SH tank models have shown superior performance.  
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In the present study, four SH tank models were developed, then the prediction performance 
of these models using measurement data was tested, and finally the best performing model 
to be integrated into the system model for online MPC was chosen. The developed SH tank 
models were a one-node (capacity), a multi-node (multi-layer), a time-series ANN (recurrent 
dynamic network), and a discrete-time SS model. The SH tank models were designed to 
predict supply temperatures (SH demand, HP, and DHW tank) (Figure 4.1) and internal SH 
tank temperatures. The latter was used to calculate degree minutes (°𝑚𝑚) (parameter to 
regulate SH tank charging). Table 4-2 shows the results of the prediction performance 
(supply temperatures in °C) of the different SH tank models. 

Table 4-2. Prediction performance of SH tank models (supply temperatures in °C) during the 
identification procedure. 

SH tank models RMSE  MAE MAPE R2 G 

Grey-box One-node 2.65 2.19 0.06 0.57 0.36 

 Multi-node 1.24 0.88 0.02 0.91 0.70 

Black-box ANN 1.61 0.83 0.03 0.62 0.38 

 SS 4.43 2.98 0.09 0.23 0.12 

 
 

The best performing SH tank model was the multi-node model (Table 4-2), which was thus 
chosen to be integrated into the system model for online MPC. The reason for the variability 
in prediction performances may be the presence of three inlet and outlet ports, which leads 
to high model complexity. In the multi-node model, the complexity is represented by 30 
layers, which is the best configuration that was found. This multi-layer configuration was 
based on the one-dimensional convection-diffusion-reaction equation [26,27,29,30] 
(Equation 4-1, 4-2, 4-3). Heat transfer through convection and conduction was simulated 
according to 

 

𝜕𝜕𝑇𝑇𝑆𝑆𝑆𝑆
𝜕𝜕𝜕𝜕 =  𝛼𝛼

𝜕𝜕2𝑇𝑇𝑆𝑆𝑆𝑆
𝜕𝜕𝑧𝑧2 −  𝑣𝑣𝑆𝑆𝑆𝑆

𝜕𝜕𝑇𝑇𝑆𝑆𝑆𝑆
𝜕𝜕𝜕𝜕 +  𝛾𝛾(𝑃𝑃𝐻𝐻𝐻𝐻 𝑆𝑆𝑆𝑆 −  𝑃𝑃𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 𝑆𝑆𝑆𝑆) ,   0 ≤ 𝑧𝑧 ≤ 𝑧𝑧𝑚𝑚𝑚𝑚𝑚𝑚 ,   𝑡𝑡 ≥ 0, (4-1) 

𝛼𝛼 =
𝜆𝜆
𝜌𝜌𝑐𝑐𝑝𝑝

 ,                                                                                                                                (4-2) 
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𝛾𝛾 =
1
𝜌𝜌𝑐𝑐𝑝𝑝

 ,                                                                                                                                 (4-3) 

 
where 𝜕𝜕𝑇𝑇𝑆𝑆𝑆𝑆/𝜕𝜕𝜕𝜕 is the vertical temperature distribution, 𝑧𝑧 is the spatial vertical coordinate, 
and 𝑧𝑧𝑚𝑚𝑚𝑚𝑚𝑚 is the height of the SH tank. The speed of water flow 𝑣𝑣𝑆𝑆𝑆𝑆 was calculated as flow 
rate divided by the cross-sectional area perpendicular to the water flow. The flow rate 
depended on the operating mode, which included charging and discharging. For Equation  
4-1, inlet temperatures during charging (HP circuit) and discharging (floor heating circuit) 
were implemented as Dirichlet boundary conditions. According to inflow and outflow 
positions of the HP and floor heating circuits, the vertical temperature array 𝑧𝑧 was divided 
into multiple sections. For each section of 𝑧𝑧, a virtual layer was added at both ends to 
represent inlet and outlet temperatures for charging and discharging the SH tank.  
The SH tank was also used for preheating tap water through an immersed heat exchanger 
coil. The heat exchange 𝑃𝑃𝐻𝐻𝐻𝐻 𝑆𝑆𝑆𝑆 between the SH tank and tap water (to the DHW tank) was 
implemented as a source term in Equation 4-1 according to  

 

𝑃𝑃𝐻𝐻𝐻𝐻 𝑆𝑆𝑆𝑆 =  
𝑐𝑐𝑝𝑝 𝜌𝜌 𝐴𝐴𝐻𝐻𝐻𝐻 𝑆𝑆𝑆𝑆 𝑣𝑣𝐷𝐷𝐷𝐷𝐷𝐷

𝑉𝑉𝑆𝑆𝑆𝑆
(𝑇𝑇𝐻𝐻𝐻𝐻 𝑆𝑆𝑆𝑆 𝑜𝑜𝑜𝑜𝑜𝑜 − 𝑇𝑇𝐻𝐻𝐻𝐻 𝑆𝑆𝑆𝑆 𝑖𝑖𝑖𝑖) 

=  
𝑐𝑐𝑝𝑝 𝜌𝜌 𝐴𝐴𝐻𝐻𝐻𝐻 𝑆𝑆𝑆𝑆 𝑣𝑣𝐷𝐷𝐷𝐷𝐷𝐷

𝑉𝑉𝑆𝑆𝑆𝑆
(𝑇𝑇𝑆𝑆𝑆𝑆 − 𝑇𝑇𝐻𝐻𝐻𝐻 𝑆𝑆𝑆𝑆 𝑖𝑖𝑖𝑖) �1 − 𝑒𝑒

− ℎ𝐻𝐻𝐻𝐻 𝑆𝑆𝑆𝑆 𝑆𝑆 𝐿𝐿
𝑐𝑐𝑝𝑝 𝜌𝜌 𝐴𝐴𝐻𝐻𝐻𝐻 𝑆𝑆𝑆𝑆 𝑣𝑣𝐷𝐷𝐷𝐷𝐷𝐷� ,               (4-4) 

 

where 𝐴𝐴𝐻𝐻𝐻𝐻 𝑆𝑆𝑆𝑆, 𝐿𝐿, and 𝑆𝑆 are the cross-sectional area, the length, and the circumference of the 
heat exchanger, respectively. ℎ𝐻𝐻𝐻𝐻 𝑆𝑆𝑆𝑆 is the heat exchange coefficient, which depends on the 
speed of the heat exchanger fluid 𝑣𝑣𝐷𝐷𝐷𝐷𝐷𝐷 [29,31]. Equation 4-1 also included the heat loss of 
the SH tank 𝑃𝑃𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 𝑆𝑆𝑆𝑆 to the ambient environment 𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎 according to  

 

𝑃𝑃𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 𝑆𝑆𝑆𝑆 =  
ℎ𝑎𝑎𝑎𝑎𝑎𝑎 𝑆𝑆𝑆𝑆𝐴𝐴𝑎𝑎𝑎𝑎𝑎𝑎 𝑆𝑆𝑆𝑆 (𝑇𝑇𝑆𝑆𝑆𝑆 − 𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎)

𝑉𝑉𝑆𝑆𝑆𝑆
 ,                                                                  (4-5) 

 

where 𝐴𝐴𝑎𝑎𝑎𝑎𝑎𝑎 𝑆𝑆𝑆𝑆 is the surface area of the SH tank, and ℎ𝑎𝑎𝑎𝑎𝑎𝑎 𝑆𝑆𝑆𝑆 is the heat exchange 
coefficient between SH tank and ambient environment. Equation 4-1 was solved numerically 
using the combination of a Crank–Nicolson scheme [26,29,30,32] for the diffusion problem 
and an upwind scheme [33] for the convection problem. Additionally, the upwind scheme 
was used to solve mixing effects that resulted from temperature inversion in the SH tank. 
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The combination of the Crank–Nicolson scheme and the upwind scheme successfully 
established the simulation of thermal stratification, charging, and discharging. 

4.1.4   SH demand model 

The space heating demand comes from the floor heating system that extracts heat from the 
SH tank. The SH demand model was a black-box model that was developed using the Neural 
Network Toolbox in MATLAB. Previous case studies successfully applied ANNs for prediction 
of space heating demand [34]. Amasyali et al. [34] provided a comprehensive review of ANNs 
to forecast the energy consumption of residential and non-residential buildings, concluding 
that there was a lack of studies of residential buildings that considered hourly prediction of 
energy demand. In one of the few studies, Chou et al. [35] reported that in addition to 
support vector regression, ANN can play a major role in predicting hourly heating and  
cooling loads. 

In the present study, an ANN is created to solve a time-series problem which was a NARX 
problem. A NARX model is a recurrent dynamic network using feedback connections 
according to  

 

𝑖𝑖(𝑡𝑡) = 𝑓𝑓(𝑖𝑖(𝑡𝑡 − 1), 𝑖𝑖(𝑡𝑡 − 2), … , 𝑖𝑖(𝑡𝑡 − 𝑛𝑛𝑖𝑖),𝑤𝑤(𝑡𝑡 − 1),𝑤𝑤(𝑡𝑡 − 2), … ,𝑤𝑤(𝑡𝑡 − 𝑛𝑛𝑤𝑤)),    (4-6) 

 

where 𝑖𝑖(𝑡𝑡) is the output signal, and 𝑤𝑤(𝑡𝑡) represents the exogenous input variables [36].  
The ANN simulated the heating demand based on the input variables: ambient temperature, 
global and horizontal solar radiation, supply temperature to floor heating, and time of day. 
The room temperature set points were excluded as ANN input signals because set points 
were kept at a constant value of 21.5 °C. The best configuration for the heating demand 
(kWh) was found with three input delays, three feedback delays, and a hidden layer size  
of 20, resulting in an hourly performance with an RMSE of 2.2, MAE of 1.3, MAPE of 0.18,  
R2 of 0.94, and G of 0.77. 

4.1.5   DHW tank model 

The model of the DHW buffer tank was conceived as a grey-box capacity model which 
represented a fully-mixed one-node model [21,37–39]. The purpose of the DHW tank model 
was to predict future average temperatures. The evolution of the average temperature 
𝑇𝑇𝐷𝐷𝐷𝐷𝐷𝐷 (°C) was represented according to 
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𝜌𝜌𝑉𝑉𝐷𝐷𝐷𝐷𝐷𝐷
𝑑𝑑𝑇𝑇𝐷𝐷𝐷𝐷𝐷𝐷
𝑑𝑑𝑑𝑑 =   𝑃𝑃𝐻𝐻𝐻𝐻 𝐷𝐷𝐷𝐷𝐷𝐷 − 𝑃𝑃𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝐷𝐷𝐷𝐷𝐷𝐷 − 𝑃𝑃𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 𝐷𝐷𝐷𝐷𝐷𝐷  ,                                      (4-7) 

 

where 𝑃𝑃𝐻𝐻𝐻𝐻 𝐷𝐷𝐷𝐷𝐷𝐷 is the heat delivered by the heat pump, 𝑃𝑃𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝐷𝐷𝐷𝐷𝐷𝐷 is the heat extracted 
by tap water usage, and 𝑃𝑃𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 𝐷𝐷𝐷𝐷𝐷𝐷 is the heat loss to the ambient environment. The DHW 
tank model was identified (𝑇𝑇𝐷𝐷𝐷𝐷𝐷𝐷 in °C) as showing a good prediction performance with an 
RMSE of 0.90, MAE of 0.74, MAPE of 0.01, R2 of 0.83, and G of 0.60, which were comparable 
to results of other studies [40,41]. 

4.1.6   DHW demand model 

The DHW demand model was a discrete-time Markov chain model for tap water demand. 
Markov chains represent random processes and are used to predict stochastic behaviour, 
such as tap water demand [42,43], wind power generation [44], and occupancy presence 
[45,46]. In this study, the stochastic behaviour of tap water is represented by a time-
homogeneous Markov chain {𝑌𝑌𝑡𝑡} for 𝑡𝑡 > 0 and the states 𝑎𝑎𝑏𝑏 ∈ 𝑆𝑆𝑎𝑎𝑎𝑎 with 

 

𝑋𝑋(𝑌𝑌𝑡𝑡+1 = 𝑏𝑏 | 𝑌𝑌𝑡𝑡 = 𝑎𝑎,𝑌𝑌𝑡𝑡−1 = 𝑎𝑎𝑡𝑡−1, … ,𝑌𝑌0 = 𝑎𝑎0) = 𝑋𝑋(𝑌𝑌𝑡𝑡+1 = 𝑏𝑏 | 𝑌𝑌𝑡𝑡 = 𝑎𝑎) = 𝑋𝑋𝑎𝑎𝑎𝑎 .   (4-8) 

 

The Markov chain was associated with a probability transition matrix 𝑋𝑋 in which 𝑋𝑋𝑎𝑎𝑎𝑎 denoted 
the probability of moving from state 𝑎𝑎 to state 𝑏𝑏 with 𝑋𝑋𝑎𝑎𝑎𝑎 = 𝑋𝑋(𝑦𝑦𝑡𝑡 = 𝑏𝑏 | 𝑦𝑦𝑡𝑡−1 = 𝑎𝑎) [47]. The 
DHW demand model used a row vector of probabilities of tap water usage 𝑥𝑥[𝑡𝑡] with  
𝑥𝑥𝑏𝑏[𝑡𝑡] = 𝑋𝑋(𝑌𝑌𝑡𝑡 = 𝑏𝑏), which evolved according to 

 

𝑥𝑥[𝑡𝑡] = 𝑥𝑥[𝑡𝑡 − 1]𝑋𝑋.                                                                                                                 (4-9) 

 

Real-time measurements were used to determine 𝑥𝑥[0] at each control time step. 
Furthermore, continuous measurements of tap water usage served to create the transition 
probability 𝑋𝑋. Tap water flow measurement data were averaged over a time step of 15 min 
and implemented in the online optimization. A distinction was made between tap water 
demand on weekdays and weekends [43]. For example, during the week, at 8:30 the 
probability of changing from state 𝑎𝑎 to 𝑏𝑏 was 
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𝑋𝑋 =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡
0 0 0 0 1 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1
0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎤

 , 

 

where 𝑎𝑎, 𝑏𝑏 ∈ [0, 1, 2, … , 7] represents the minimum and maximum water flow in L/min. The 
identified tap water demand model (L/min) performed with an RMSE of 0.60, MAE of 0.25, 
MAPE of 0.03, R2 of 0.40, and G of 0.22. The DHW demand 𝑃𝑃𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝐷𝐷𝐷𝐷𝐷𝐷 was calculated 
using the tap water demand, average DHW tank temperature, and inlet DHW tank 
temperature. 

4.1.7   HP model 

The water-to-water HP extracted heat from the PVT system and charged the SH tank and  
the DHW tank. Unsteady PVT operating conditions (HP source) and water thermal storage 
tank conditions (HP sink) required that the HP continuously adapt its electricity consumption. 
A summary of the measurements, including performance data such as coefficient of 
performance (COP), is given in Appendix II. The HP’s energy efficiency varied during  
start-up and shut-down moments and during phases of partial load, especially at low 
compressor speeds [48]. To sufficiently capture the dynamic behaviour of the HP,  
Underwood et al. [48] suggested fully dynamic modelling, which likely requires artificial 
intelligence methods. Mathioulakis et al. [49] proposed the use of ANNs for HP performance 
prediction. In the present study, an ANN is developed (Figure 4.4) which was a NARX based 
on Equation 4-6. The ANN predicted the electricity consumption of the HP. Control of the HP 
𝛽𝛽 had three modes: charging DHW tank 𝛽𝛽𝐷𝐷𝐷𝐷𝐷𝐷, charging SH tank 𝛽𝛽𝑆𝑆𝑆𝑆, and idle mode. The 
best configuration for electricity consumption 𝑃𝑃𝐻𝐻𝐻𝐻 was found with three input delays, three 
feedback delays, and a hidden layer size of 20, resulting in an hourly performance  
(𝑄𝑄𝐻𝐻𝐻𝐻 =  ∫𝑃𝑃𝐻𝐻𝐻𝐻 𝑑𝑑𝑑𝑑) (kWh) with an RMSE of 0.15, MAE of 0.09, MAPE of 0.15, R2 of 0.92,  
and G of 0.72. 
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Figure 4.4. Artificial neural network (ANN) to obtain the electricity consumption of the HP (𝑃𝑃𝐻𝐻𝐻𝐻) based 
on the ambient temperature (𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎), temperature of DHW and SH return to the HP (𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠−𝑡𝑡𝑡𝑡−𝐻𝐻𝐻𝐻), 
global and horizontal solar radiation (𝐼𝐼𝑔𝑔𝑔𝑔𝑔𝑔−ℎ𝑠𝑠𝑠𝑠), SH tank temperature for HP control (𝑇𝑇𝑆𝑆𝑆𝑆), DHW tank 
temperature for HP control (𝑇𝑇𝐷𝐷𝐷𝐷𝐷𝐷), control output (𝛽𝛽), and degree minutes (°𝑚𝑚). 
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4.2   Method validation 

The system model was integrated into an online MPC that used dynamic programming as 
optimization method. In the original research article [7] (Chapter 5), a prediction 
performance of HPs electricity consumption of RMSE between 0.17 kWh and 0.22 kWh was 
achieved, which is an improvement against prior studies [34]. 

The system model, furthermore, performed fast with low computational effort. For the 
computation of the system model, a computational time of less than 1s was achieved using 
MATLAB and an industrial box-PC with Intel core i7-6700TE processor and RAM8GB-DDR4. 
For the optimization method, assuming a state space of 1200 decisions, the current system 
model thus can be simulated within 20 min of computational time.  

4.3   Conclusion 

We developed a system model of a building and heating system, including models of the 
weather forecasting, the SH tank, the SH demand, the DHW tank, the DHW demand, and  
the HP. The models of the system components were validated offline using measurement 
data between November 2017 and April 2018.  

The current system model implements various modelling techniques for the system 
components. The modelling techniques were chosen to accurately represent the dynamic 
behaviour of the system components. It is noted that the system model was configured to 
act as a plug-and-play solution, which means that the models of the components can be 
replaced in case that more accurate and faster performing models of the components are 
developed.  

In the following Chapter 5, the system model is used in the framework of optimal control of 
demand flexibility under real-time pricing. 
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4.4   Appendix I – Performance metrics 

𝑖𝑖 is the sample number, 𝑛𝑛 is the total number of samples, 𝑒𝑒 is the estimated data point, 𝑜𝑜 is 
the output, and 𝑜̅𝑜 is the mean output. 

 

Root Mean Square Error 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =  � 
1
𝑛𝑛  �(𝑒𝑒𝑖𝑖 − 𝑜𝑜𝑖𝑖)2
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𝑖𝑖=1

 

 

Mean Absolute Error 

𝑀𝑀𝑀𝑀𝑀𝑀 =  
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𝑖𝑖=1

 

 

Mean Absolute Percentage Error 
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Coefficient of Determination 

𝑅𝑅2 =  1 −  
 ∑ (𝑜𝑜𝑖𝑖 − 𝑒𝑒𝑖𝑖)2𝑛𝑛

𝑖𝑖=1
 ∑ (𝑜𝑜𝑖𝑖 − 𝑜̅𝑜)2𝑛𝑛

𝑖𝑖=1
 

 

Goodness of Fit 
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4.5   Appendix II – Experimental data for heat pump 

 

Experimental data for heat pump COPHP = f (Tsupply heating, Treturn brine); curve fitting of experimental data 
using a polynomial fitting curve (R2 = 0.89, RMSE = 0.36). 

 

 

 

Experimental data for heat pump COPHP vs. PHP; the heat pump regulates the electricity consumption of 
the compressor according to PHP min = 0.42 kW, PHP max = 2.7 kW, and ΔPHP = 0.06 kW; box plots for  
PHP min ≤ PHP ≤ PHP max. 
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Abstract 

The identification, quantification, and control of demand flexibility is the major challenge  
for future grid operations and requires innovative methods and new control strategies. 
Optimal control strategies such as economic model predictive control have gained attention 
in building energy management systems. The present experimental case study demonstrates 
the application of an economic model predictive controller under real-time pricing, including 
day-ahead prices and imbalance prices. For real-time prices in balancing and spot markets,  
we introduce a method that presents a flexibility service to provide demand flexibility for a 
notification time of 1 ℎ < 𝑡𝑡 < 𝑡𝑡𝑑𝑑𝑑𝑑𝑑𝑑 𝑒𝑒𝑒𝑒𝑒𝑒 in advance. The flexibility service can be used as an 
ancillary service for innovative flexibility markets. The flexibility service includes a dynamic 
modification of the day-ahead prices to enable the adaption of energy consumption to errors 
in forecasting of renewable energy generation. The developed method was tested under  
real-life conditions, which also included the stochastic behaviour of occupants and the 
dynamic behaviour of the building and heating system. During the test periods, the  
controller managed the total operational costs of the heat pump’s electricity consumption 
and achieved a prediction performance of Root Mean Square Error between 0.17 and 0.22 
kWh. To show the provision of demand flexibility, key performance indicators were 
quantified according to the categories 1) energy and power, 2) energy efficiency, and 3) 
energy costs. We introduce this categorization to present the benefits of using flexibility 
indicators along with conventional performance indicators in real-life applications.  
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5.1   Introduction 

The transformation of the world’s energy systems is driven by the rapid growth of  
renewable energy sources such as wind and solar. In 2017, renewable sources increased to 
14.3% of the primary energy supply among European regions, according to the Organisation 
for Economic Cooperation and Development [1]. However, the integration of renewable 
energy into power grids creates challenges in balancing fluctuations and ensuring reliable 
grid operations. A radical change of power systems towards flexible operations on both 
supply and demand sides can satisfy the needs for reliable and robust energy networks [2]. 
As buildings account for a large proportion of energy consumption, demand flexibility of 
buildings represents a major potential source of flexibility [3]. In 2015, Annex 67 was  
initiated under the International Energy Agency’s Energy in Buildings and Communities 
program to characterize building flexibility and to identify potential flexibility of single 
buildings and building clusters. Annex 67 also aims to provide building flexibility metrics  
by defining performance indicators for use in comparing buildings, including various energy 
systems [3]. Annex 67 has investigated the flexibility of multiple applications – for example, 
residential and non-residential buildings with energy systems including heat pumps (HPs), 
electric heating, structural storage, and thermal energy storage (TES) tanks.  

One of the earliest Annex 67 studies presented the potential flexibility of the structural 
thermal mass of residential building stock using rule-based control [4]. The authors showed 
that structural storage capacity contributes to heating flexibility. They also emphasized that 
larger power shifting can result in a decrease in storage efficiency. The performance 
indicators from [4] were adopted in a study using a residential building with an HP, electric 
heating, and TES [5]. The authors in [5] optimized the charging and discharging of TES tanks 
using model predictive control (MPC) and day-ahead electricity prices. The main conclusion 
of that study was that TES tanks with water, phase-change materials, or thermochemical 
materials can be designed to provide short-term flexibility (up to 24 h) in an MPC framework. 
In [6], an MPC framework was investigated for heating and cooling using an HP and the 
structural storage of a residential building. The authors concluded that MPC controllers  
have great potential to increase flexibility by using time-varying electricity prices and carbon 
intensity. In [7], economic MPC (EMPC) was successfully applied in a residential building with 
an HP and structural storage. The experimental case study showed that demand flexibility 
can be optimized by associating operational electricity costs with performance indicators for 
demand flexibility. These examples from Annex 67 demonstrate that MPC strategies can 
enable the full potential of demand flexibility. However, only one of these studies was an 
experimental investigation of optimal control for demand flexibility [7]. This may be because 
of the lack of common metrics for demand flexibility to track control performance indicators 
and control signals.  
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5.1.1 Literature review of flexibility indicators for control of energy 
systems in buildings 

Clauβ et al. [8] classify performance indicators for the control of building energy systems into 
flexibility indicators and conventional indicators. The latter represent, for example, energy 
consumption, costs of energy consumption, and CO2 emissions. In examining flexibility 
indicators, early studies quantified demand flexibility in the framework of rule-based control 
(RBC) (Table 5-1). Recently, flexibility indicators have gained more attention in optimal 
control (OC) of residential and office buildings that include energy systems with electrical 
batteries, electric heating, and TES tanks (Table 5-1). 

Table 5-1. Overview of flexibility indicators applied in optimal control (OC) and rule-based control 
(RBC). 

Categories Flexibility indicators OC RBC 

Energy and power Available storage capacity [5] [4,9,10] 

 Power-shifting capability [5] [4,9,11,12] 

 Grid feed-in [13]  

 Instantaneous power flexibility [5]  

 Self-consumption/-generation [7] [13,14] 

 Grid support coefficient  [15]  

Energy efficiency Storage/shifting efficiency [5] [4,9,16] 

Energy costs Flexibility factor [5–7,17] [11,16] 

 Cost curves [18]  

 Cost deviation [19]  

 

Table 5-1 shows that flexibility indicators in OC and RBC can be classified in terms of size 
(energy) and time (power), energy efficiency, and energy costs. Likewise, conventional 
performance indicators can be allocated to their respective categories: for example, energy 
consumption (energy), coefficient of performance (energy efficiency), and costs of energy 
consumption (energy costs). The categorization can help in identifying adequate key 
performance indicators (KPIs) for control. However, a question from this brief review  
remains: How can real-life applications benefit from the quantification of flexibility  
indicators for control? 
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5.1.2 Literature review of control signals to enable demand flexibility in 
buildings 

System operators and aggregators provide incentive-based and price-based control signals to 
enable flexible operations of building energy management systems [20,21]. Incentive-based 
signals support direct load management in which the central actor regulates the load. To 
ensure reliable grid management, direct load control for frequency and voltage control is 
likely to be required as a short-term flexibility service, which regulates the electricity system 
from seconds to several minutes in advance. For longer notification times, balancing markets 
(up to 1 h) and spot markets (up to 48 h) have been established, which can include both 
incentive-based and price-based signals. When electricity prices are used, the building 
energy management system receives time-varying price signals and adapts electricity 
consumption accordingly. One variable pricing scheme, for example, is real-time pricing 
(RTP), which typically consists of day-ahead prices and intra-day prices [21]. Day-ahead prices 
aim to schedule the energy consumption for the next day. To compensate for imbalances 
from the day-ahead market, intra-day prices are traded during the day of operation. In spot 
markets, electricity prices are being traded and disseminated up to 5 minutes in advance 
[22]. However, power imbalances are caused by differences between commercial trade 
schedules and measurements of electrical power injected into and taken from the electricity 
grid. In the Netherlands, therefore, the Transmission-System-Operator (TSO) provides 
imbalance prices, which act as a competitive product in the balancing market [23]. 

To date, only a few studies have used RTP signals to determine demand flexibility in building 
energy systems. Those studies mainly incorporate day-ahead electricity prices from power 
spot markets [5–7,13–17]. Based on these time-varying prices, the studies quantified 
flexibility indicators that represent demand flexibility as shown in Table 5-1.  

Recent work on demand flexibility has considered alternative control signals such as the  
grid carbon intensity [6,24,25], which is defined as the proportion of CO2 emitted per unit  
of energy consumption [25]. Carbon intensity as a control signal can serve to minimize CO2 
emissions of buildings. The authors in [25] argued that the usage of carbon-based signals  
and price-based signals can lead to conflicting control objectives; for example, cost-optimal 
control using price-based signals does not reduce the yearly CO2 footprint of buildings 
compared with optimization of CO2 emissions. We must emphasize that the authors in [25] 
focused on a yearly evaluation of buildings’ flexibility rather than concentrating on short-
term balancing and spot markets. As for these short-term markets for demand flexibility, a 
question remains: Can building energy systems provide short-term demand flexibility in 
balancing and spot markets? 
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5.1.3 Main contributions and outline 

To increase integration of renewables into power systems, we need to create a common 
metric for demand flexibility. A review of relevant literature reveals that the determination  
of demand flexibility of buildings strongly depends on the chosen control strategy, control 
signals, and KPIs. Optimal control – or more precisely MPC and EMPC – were found to be the 
most advanced control strategies that can provide various control objectives and can include 
a multitude of control signals. However, only a few studies have implemented MPC and 
EMPC in buildings as part of experimental investigations. 

This study demonstrates the use of EMPC in regulating demand flexibility of a building.  
We use the building heating system, including HP and TES, to provide demand flexibility in 
relation to the power grid. The contributions of this experimental case study are summarized 
as follows: 

• An EMPC strategy is applied to a heating system of a residential building. A variety 
of techniques are used to model the components of the heating system. We 
introduce a method to determine the prediction performance of different models 
within an EMPC framework.  

• Conventional KPIs and KPIs for demand flexibility are classified in terms of size 
(energy) and time (power), energy efficiency, and energy costs. For KPIs of energy 
efficiency, additionally, we introduced KPIs that refer to the effective utilization of 
available sources such as HP and TES. The KPIs are presented for use in EMPC 
validation. 

• We introduce a method that enables the control of demand flexibility in balancing 
and spot markets using day-ahead prices and imbalance prices. Day-ahead prices 
are modified during the day of operation to provide a flexibility service. The 
flexibility service can be used as an ancillary service for flexibility markets (for 
example provided by EPEX SPOT) and enables dynamic optimization of demand 
flexibility. 

The main advantage of this flexibility service is the implementation of a simple one-way 
trading mechanism, which enables the use of more detailed MPC approaches with moderate 
computational effort of solving the OCP. In this study, the EMPC optimization algorithm is 
solved once per hour of operation. 

The outline of this paper is as follows. Section 5.2 presents the methodological framework of 
the experimental case study. In 5.2.1, the experimental set up in a detached house is 
described. In 5.2.2, a method is introduced to control demand flexibility using day-ahead  
and imbalance prices. The developed method requires an EMPC formulation (5.2.4), which is 
validated (5.2.5) and compared with conventional RBC (5.2.3).  
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The performance evaluations of RBC and EMPC are described in section 5.2.6, including 
determination of conventional KPIs and KPIs for demand flexibility. The results of the 
experimental case study, including performance evaluation of RBC and EMPC, are presented 
in section 5.3. Finally, section 5.4 discusses the main contributions of this case study, and 
section 5.5 provides concluding remarks and recommendations for future research. 

  



Chapter 5       139 

5.2   Methodology 

For the experimental case study of demand flexibility in real-time power markets, a detached 
house was used that was located in Amstelveen, the Netherlands. During the test period, a 
family of four lived in the house. Occupants’ domestic hot water profile and the heating 
demand were measured between November 2017 and April 2018 under real-life conditions. 
Measurement data were also recorded for the building heating system, including the HP and 
TES tanks. During this period, three different controllers were analysed: one standard RBC 
and two EMPC strategies (EMPC1 and EMPC2). The RBC utilized constant temperature  
set points for the TES tanks. The EMPC strategies determined the optimal trajectory of 
temperature set points of TES tanks by scheduling the electricity consumption of the HP 
based on optimized operational electricity costs. Real-time electricity prices were included  
in the optimization. The OC was designed to meet occupant comfort requirements and to 
enable demand-oriented flexibility. The order of magnitude of demand flexibility was 
quantified by KPIs that contained information about energy and power, energy efficiency,  
and energy costs. 

5.2.1 Experimental setup 

Experiments were performed in a detached house that had been built in 2017 (Figure 5.1). 
The low-energy house had a total floor area of 345 m2 on four levels and was designed to 
achieve an annual heating energy consumption of 55.6 kWh/m2. 

The heating system of the test building was equipped with a water-to-water HP that charged 
the TES tanks for domestic hot water (DHW) and space heating (SH) (Figure 5.2). Control of 
the HP 𝛽𝛽 had three modes: charging DHW tank 𝛽𝛽𝐷𝐷𝐷𝐷𝐷𝐷, charging SH tank 𝛽𝛽𝑆𝑆𝑆𝑆, and idle mode. 
The HP was of type F1155-16 from NIBE with an inverter-controlled compressor [26]. The HP 
had a nominal heating output of 16 kW (according to EN 14825) and a maximal supply 
temperature of 70 °C. Low-temperature heat on the evaporator side of the HP was 
generated by a highly efficient photovoltaic thermal solar collector (PVT) from TripleSolar 
[27]. A total 20 m2 of PVT panels were installed on the roof facing south, and an additional 10 
m2 of PVT panels were placed on the property of the house. The 300-L DHW tank had 
insulation that was 0.05 m thick with a thermal conductivity of 0.07 W/(mK). A thermostatic 
three-way valve regulated the temperature of the tap water, with a maximum setting of 60 
°C. Space heating was supplied by an integrated floor heating system throughout the entire 
building. Thermostats regulated the indoor temperature on each level. When space heating 
was demanded, the SH tank was discharged, and a thermostatic three-way valve regulated 
the temperature of floor heating to a maximum of 35 °C. The 1,000-L SH tank was insulated 
using a material 0.2 m thick with thermal conductivity of 0.07 W/(mK). This tank was 
designed to provide efficient charging and discharging by establishing thermal stratification 
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[28–30]. Thermal stratification could be disrupted, however, because during operation 
colder water entered the upper part of the tank, resulting in downward fluid motion with 
convective mixing [28,30]. To maintain a vertical temperature gradient, pipe connections 
were configured as can be seen in Figure 5.2. Cold tap water entered the bottom of the SH  
tank, passed through an immersed heat ex-changer coil, and left from the middle of the  
SH tank to the DHW tank. From the SH tank, low-temperature heat was provided to the  
floor heating loop. 
 

 

 

 

Figure 5.1. Test building near Amstelveen, the Netherlands, during the construction phase in summer 
2017 (top); photovoltaic thermal solar collector (PVT) from TripleSolar on the roof of the building 
(bottom). 
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Figure 5.2. Process flow diagram of the building heating system. 

We created a MATLAB controller (MATLAB 2017) that retrieved real-time measurement data 
from the heating system and regulated the energy consumption of the HP. A more detailed 
description of the MATLAB controller, including acquisition and processing of measurement 
data, can be found in Chapter 4. 

5.2.2 Real-time pricing 

To manage power supply and demand, system operators have established power spot 
markets in which suppliers and consumers trade electricity. Current power spot markets  
offer RTP, including day-ahead and intra-day prices. In the Netherlands, the TSO also 
provides imbalance prices, which act as a competitive product in the balancing market. We 
used a one-way pattern, including hourly day-ahead prices, to optimize the energy 
consumption for the next day and hourly imbalance prices to optimize the energy 
consumption for the next hour (one hour of notification time before real-time). The hourly 
day-ahead prices 𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒  were retrieved from the Amsterdam-Power-eXchange spot 
market, and imbalance prices 𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖 were used from Tennet, a Dutch electricity TSO. 

To be able to participate in spot markets for a notification time of 1 ℎ < 𝑡𝑡 < 𝑡𝑡𝑑𝑑𝑑𝑑𝑑𝑑 𝑒𝑒𝑒𝑒𝑒𝑒,  
a flexibility service was developed that can be used as an ancillary service. The idea of the 
flexibility service was to compensate for variations in renewable energy generation for a 
notification time of 1 ℎ < 𝑡𝑡 < 𝑡𝑡𝑑𝑑𝑑𝑑𝑑𝑑 𝑒𝑒𝑒𝑒𝑒𝑒. The flexibility service makes it possible to adapt to 
errors in the forecasting of renewable energy generation.  
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For example, weather forecasting estimates peak solar power at a certain moment within 
the day of operation. For this moment, optimal planning of control actions is required to 
provide demand flexibility. A flexibility service, therefore, is offered towards this moment of 
peak solar power. In this study, hourly forecasting of global and horizontal solar radiation 
was used to estimate the peak hour during the day. For this peak hour, it was assumed that 
𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒 = 0. Based on this assumption, 𝑐𝑐𝑑𝑑𝑑𝑑𝑦𝑦−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒 was modified to create a dynamic 
pricing plan (𝑐𝑐𝑚𝑚𝑚𝑚𝑚𝑚  𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒) and enable a dynamic optimization of demand flexibility. 
Figure 5.3 shows the results of an example test day, including standard day-ahead price 
(𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒) and the modification of the day-ahead price (𝑐𝑐𝑚𝑚𝑚𝑚𝑚𝑚 𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒).  
 

 

Figure 5.3. A real-time electricity pricing plan on 26.03.2018 including a) imbalance prices 𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖,  
b) day-ahead prices 𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒 , c) modified day-ahead prices 𝑐𝑐𝑚𝑚𝑚𝑚𝑚𝑚 𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒 , and d) global and 
horizontal solar radiation 𝐼𝐼𝑔𝑔𝑔𝑔𝑔𝑔−ℎ𝑠𝑠𝑠𝑠. During the peak of solar power supply, 𝑐𝑐𝑚𝑚𝑚𝑚𝑚𝑚 𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒 = 0. 

The different control strategies incorporated the following assumptions and steps: 

• In RBC, day-ahead and imbalance prices were not used. 

• EMPC1 included 𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖 and 𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒. First, EMPC1 determined a unique energy 
consumption profile (24-h plan) for the next day. Second, during the EMPC1 test 
day, hourly 𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖 were implemented to optimize the energy consumption for the 
next hour. 
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• EMPC2 included 𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖 and 𝑐𝑐𝑚𝑚𝑚𝑚𝑚𝑚 𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒. First, EMPC2 determined an energy 
consumption profile for the next day. Second, during the test day, hourly intra-day 
prices were used to optimize the energy consumption for the next hour. Third, day-
ahead prices were modified to optimize the energy consumption profile and to 
enable dynamic optimization of demand flexibility for a notification time of 
1 ℎ < 𝑡𝑡 < 𝑡𝑡𝑑𝑑𝑑𝑑𝑑𝑑 𝑒𝑒𝑒𝑒𝑒𝑒. 

5.2.3 RBC 

Rules-based control was used for the heat pump and regulated the temperature of the SH 
and DHW tanks using temperature set points. The RBC retrieved measurements from one 
sensor located in the upper third of each tank. Charging of the DHW tank took priority over 
charging of the SH tank. When the measured DHW tank temperature fell below the lower 
bound of 42 °C, charging was requested from the HP. The charging process was stopped at 
the upper bound temperature of 52 °C. Regulation of the SH tank charging was based on 
degree minutes (°𝑚𝑚) using 

 

°𝑚𝑚 = �(𝑇𝑇𝑆𝑆𝑆𝑆 −  𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠) 𝑑𝑑𝑑𝑑 ,                                                                                               (5-1) 

with 

°𝑚𝑚 ≤ 100,                                                                                                                               (5-2) 

 

where 𝑇𝑇𝑆𝑆𝑆𝑆 is the measured SH tank temperature, and 𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠 is the default temperature set 
point of 34 °C. The charging process of the SH tank started when °𝑚𝑚 fell below a value of -60. 
The HP compressor stopped the charging process at °𝑚𝑚 = 0. 

5.2.4 EMPC 

The EMPC framework enabled optimal control of the building heating system with hourly 
optimization time steps [5,32,33]. During each control time step, real-time measurements 
served as the starting point for online optimization. The EMPC framework exploited a 
receding horizon of a full day (24-h period). In EMPC, optimal control decisions were 
implemented as diagrammed in Figure 5.4.  
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Figure 5.4. Simplified flowchart of optimal control decisions. 
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An optimal control problem (OCP) was formulated to minimize the total costs of electricity 
usage of the HP 𝐽𝐽𝐻𝐻𝐻𝐻(𝑥𝑥). The state variables 𝑥𝑥 integrated temperatures and fluid flow within 
the building heating system referring to the HP, DHW tank, DHW demand, SH tank, and SH 
demand. The control variables 𝑢𝑢 included temperature set points of the DHW tank and SH 
tank. As with the RBC, charging of the DHW tank had priority over charging of the SH tank. 
The charging decision for the DHW tank was either ON or OFF. The OCP decision variable 
included the temperature set point 𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠 of the SH tank. To reduce the computational 
effort of solving the OCP, a two-step approximation method was applied to the decision 
state of 𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠. The optimal control trajectory of 𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠 was generated in less than 20 min  
of computational time. 

The first approximation step determined the state space with 𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠(𝑡𝑡) ∈
 [34, 36, 38, … , 50], which included a temperature step of 2 °C. This temperature step was 
chosen in accordance with early measurements where hourly temperature variations of the 
SH tank of ≥ 2 °C were observed. The minimum 𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠 of 34 °C was identical to the reference 
control to meet occupant comfort requirements. Due to the safety requirements of the test 
set-up, a maximum 𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠 of 50 °C was chosen. The second approximation step was the 
reduction of the number of possible decision states at each optimization time step as shown 
in Algorithm 1. 

Algorithm 1. Procedure to perform the 2nd step of the approximation of control decision states.  
  

𝒇𝒇𝒇𝒇𝒇𝒇 𝑒𝑒𝑒𝑒𝑒𝑒ℎ 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑢𝑢(𝑡𝑡)                                                                                        //𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠(𝑡𝑡 − 1) 𝑡𝑡𝑡𝑡 𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠(𝑡𝑡) 

𝒊𝒊𝒊𝒊 𝑡𝑡 = {1, 2}                                                                                                     //𝐹𝐹𝐹𝐹𝐹𝐹 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸1 & 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸2      

𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠 𝑚𝑚𝑚𝑚𝑚𝑚 ≤ 𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠(𝑡𝑡) ≤ 𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠 𝑚𝑚𝑚𝑚𝑚𝑚  

𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒊𝒊𝒊𝒊  𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒(𝑡𝑡) ≠ 𝑐𝑐𝑚𝑚𝑚𝑚𝑚𝑚 𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒(𝑡𝑡)  || 

𝑐𝑐𝑚𝑚𝑚𝑚𝑚𝑚 𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒(𝑡𝑡 − 1) ≠ 𝑐𝑐𝑚𝑚𝑚𝑚𝑚𝑚 𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒(𝑡𝑡 − 1)                         //𝐹𝐹𝐹𝐹𝐹𝐹  𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸2      

𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠 𝑚𝑚𝑚𝑚𝑚𝑚 ≤ 𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠(𝑡𝑡) ≤ 𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠 𝑚𝑚𝑚𝑚𝑚𝑚  

𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆 

∆𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠 =  𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠(𝑡𝑡)  −  𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠(𝑡𝑡 − 1) 

−4 ≤ ∆𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠 ≤ 4                                                                                 //𝐹𝐹𝐹𝐹𝐹𝐹 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸1 & 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸2      

𝒆𝒆𝒆𝒆𝒆𝒆 

𝒆𝒆𝒆𝒆𝒆𝒆 
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During EMPC1 and EMPC2 optimization, when 𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖 was used, the optimal set point 
𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠(𝑡𝑡) could change between 34 °C and 50 °C at 𝑡𝑡 = {1,2}. For EMPC2, the optimal set 
point 𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠(𝑡𝑡) could also change between 𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠 𝑚𝑚𝑚𝑚𝑚𝑚 and 𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠 𝑚𝑚𝑚𝑚𝑚𝑚 for modified day-
ahead prices. To investigate the effect of day-ahead prices on the variations of the optimal 
temperature set point, we used the day-ahead prices between January and March 2018  
to calculate the optimal temperature set points. It was observed that the set point varied by 
maximally +/- 4 °C. For EMPC1 and EMPC2, therefore, in decision states in which no modified 
day-ahead prices were assumed, hourly set point changes were limited to a maximum 
change of 4 °C.  

It is important to note that, in contrast to RBC, EMPC implemented the possibility of stopping 
the charging of the SH tank when 𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠 changed. In particular, if 𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠(𝑡𝑡) ≤
 𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠(𝑡𝑡 − 1)  && 𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠(𝑡𝑡) <  𝑇𝑇𝑆𝑆𝑆𝑆(𝑡𝑡 − 1), °𝑚𝑚 for the HP was set to zero. For example, 
when 𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠(𝑡𝑡) changed from 50 °C to 34 °C, while 𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠(𝑡𝑡) <  𝑇𝑇𝑆𝑆𝑆𝑆(𝑡𝑡 − 1), charging was 
disabled by setting °𝑚𝑚 = 0. EMPC1 and EMPC2 applied the minimization of operational costs 
𝐽𝐽𝐻𝐻𝐻𝐻 in a rolling horizon control framework with 𝑡𝑡 ∈  {1, 2, … ,𝑁𝑁} and 𝑁𝑁 = 24. For each 
control time step, the cost function 𝐽𝐽𝐻𝐻𝐻𝐻(𝑡𝑡) was calculated according to Algorithm 2.  

Algorithm 2. Procedure to calculate the cost function 𝐽𝐽𝐻𝐻𝐻𝐻(𝑡𝑡). 
  

𝒇𝒇𝒇𝒇𝒇𝒇 𝑒𝑒𝑒𝑒𝑒𝑒ℎ 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑢𝑢(𝑡𝑡)                                                                                        //𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠(𝑡𝑡 − 1) 𝑡𝑡𝑡𝑡 𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠(𝑡𝑡) 

//𝐹𝐹𝐹𝐹𝐹𝐹  𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸1   

𝒊𝒊𝒊𝒊 𝑡𝑡 = 1 

𝐽𝐽𝐻𝐻𝐻𝐻(𝑡𝑡) =  �𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒(𝑡𝑡) 𝑃𝑃𝐻𝐻𝐻𝐻(𝑡𝑡) ∆𝑡𝑡 +  𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖 �𝑃𝑃𝐻𝐻𝐻𝐻(𝑡𝑡) −  𝑃𝑃𝐻𝐻𝐻𝐻 24ℎ 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝(𝑡𝑡)� ∆𝑡𝑡� 

𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆 

𝐽𝐽𝐻𝐻𝐻𝐻(𝑡𝑡) =   �𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒(𝑡𝑡) 𝑃𝑃𝐻𝐻𝐻𝐻(𝑡𝑡) ∆𝑡𝑡� 

𝒆𝒆𝒆𝒆𝒆𝒆 

//𝐹𝐹𝐹𝐹𝐹𝐹  𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸2 

𝒊𝒊𝒊𝒊 𝑡𝑡 = 1 

𝐽𝐽𝐻𝐻𝐻𝐻(𝑡𝑡) =  �𝑐𝑐𝑚𝑚𝑚𝑚𝑚𝑚 𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒(𝑡𝑡) 𝑃𝑃𝐻𝐻𝐻𝐻(𝑡𝑡) ∆𝑡𝑡 + 𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖 �𝑃𝑃𝐻𝐻𝐻𝐻(𝑡𝑡) −  𝑃𝑃𝐻𝐻𝐻𝐻 𝑚𝑚𝑚𝑚𝑚𝑚 24ℎ 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝(𝑡𝑡)� ∆𝑡𝑡� 

𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆 

𝐽𝐽𝐻𝐻𝐻𝐻(𝑡𝑡) =   �𝑐𝑐𝑚𝑚𝑚𝑚𝑚𝑚 𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒(𝑡𝑡) 𝑃𝑃𝐻𝐻𝐻𝐻(𝑡𝑡) ∆𝑡𝑡� 

𝒆𝒆𝒆𝒆𝒆𝒆 

𝒆𝒆𝒆𝒆𝒆𝒆 
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In Algorithm 2, 𝑃𝑃𝐻𝐻𝐻𝐻 is the electricity consumption of the HP, and 𝑃𝑃𝐻𝐻𝐻𝐻 24ℎ 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 is the  
scheduled electricity consumption for the next day (24-h plan) based on day-ahead prices.  
For both forms of EMPC, during each control time step, 𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖 was used to calculate a control 
decision, which could result in a deviation from the scheduled power plan 𝑃𝑃𝐻𝐻𝐻𝐻 24ℎ 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 at  
𝑡𝑡 = 1. For EMPC1, 𝑃𝑃𝐻𝐻𝐻𝐻 24ℎ 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 was determined on the day before using 𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒. For 
EMPC2, 𝑃𝑃𝐻𝐻𝐻𝐻 24ℎ 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 was calculated a day ahead and could change at each control time step 
𝑃𝑃𝐻𝐻𝐻𝐻 𝑚𝑚𝑚𝑚𝑚𝑚 24ℎ 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 due to the consideration of flexibility assuming 𝑐𝑐𝑚𝑚𝑚𝑚𝑚𝑚 𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒. 

The EMPC framework integrated a system model of the building and heating system, which 
consisted of the models of system components (weather forecasting, SH tank, SH demand, 
DHW tank, DHW demand, and HP) [31]. The PVT system as the heat source of the HP was 
considered in the HP model. Table 5-2 shows the models of the system components that 
were implemented as system model in the EMPC framework. All models of the system 
components were identified offline. A detailed description of the identification procedure 
can be found in Chapter 4. 

Table 5-2. Modelling characteristics of the system components implemented in the EMPC framework 
[31]. 

System 
components 

Modelling 
technique 

Model characteristics Model output 

Weather 
forecasting 

Black-box 
model 

Feedforward artificial neural network 
(ANN) 

Global and horizontal solar 
radiation 

SH tank 
Grey-box 
model 

Multi-node model with 30 vertical 
layers including 3 inlet and 3 outlet 
ports 

Supply temperatures (SH 
demand, HP, and DHW 
tank), internal SH tank 
temperatures 

SH demand 
Black-box 
model 

Time-series ANN that is a nonlinear 
autoregressive with external 
(exogenous) input model 

Heating demand 

DHW tank 
Grey-box 
model 

Fully-mixed one-node (capacity) 
model 

Average DHW tank 
temperature 

DHW 
demand 

Black-box 
model 

Discrete-time Markov chain model Tap water demand  

HP including 
PVT 

Black-box 
model 

Time-series ANN that is a nonlinear 
autoregressive with external 
(exogenous) input model 

Electricity consumption of 
the HP 
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5.2.5 EMPC validation 

The EMPC performance was obtained in three validation steps: (1) RBC, (2) EMPC1, and (3) 
EMPC2. In (1), the standard RBC regulated the electricity consumption of the HP, while the 
EMPC predicted the dynamic behaviour of the controlled system without interaction 
between EMPC and HP. In (2) and (3), EMPC1 and EMPC2 solved the optimal control 
problem of 𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠 and regulated on/off control of charging of the DHW tank. To determine 
the performance of the EMPC, the predictions of the electricity consumption of the HP 
(𝑄𝑄𝐻𝐻𝐻𝐻 =  ∫𝑃𝑃𝐻𝐻𝐻𝐻 𝑑𝑑𝑑𝑑) were compared using the performance metrics root mean square error 
(RMSE), mean absolute error (MAE), mean absolute percentage error (MAPE), coefficient of 
determination (R2), and goodness of fit (G) [7,34–39]. The mathematical descriptions of the 
performance metrics can be found in Appendix I. 

The EMPC performance and the overall EMPC prediction error were the result of the 
prediction performance of the models of the system components (weather forecasting,  
SH tank, SH demand, DHW tank, DHW demand, and HP). To identify EMPC’s modelling 
performance, the EMPC was recalculated using the experimental results from (1) RBC, (2) 
EMPC1, and (3) EMPC2. For example, to retrieve the performance of the HP model, the 
EMPC was simulated using experimental results of the HP’s input parameters, which are SH 
tank output, DHW tank output, and weather forecasting. In a second example, to determine 
the prediction performance of the SH tank model, experimental results of SH tank input 
parameters and experimental results of HPs input parameters from the DHW tank and 
weather forecasting were used. In this second example, an overall prediction error was first 
calculated, which included the SH tank model and the HP model. Then, to determine the 
individual prediction error of the SH tank model, the fractional error ∆𝑠𝑠𝑛𝑛 was calculated 
according to [40] 
 

∆𝑒𝑒 =  ��
𝜕𝜕𝜕𝜕
𝜕𝜕𝑠𝑠1

∆𝑠𝑠1�
2

+ ⋯+  �
𝜕𝜕𝜕𝜕
𝜕𝜕𝑠𝑠𝑛𝑛

∆𝑠𝑠𝑛𝑛�
2

,                                                                        (5-3) 

 

where ∆𝑒𝑒 is the absolute error, and ∆𝑠𝑠1, … ,∆𝑠𝑠𝑛𝑛 are the fractional errors that result from the 
different models of the system components 𝑠𝑠1, … , 𝑠𝑠𝑛𝑛. In the present study, the fractional 
errors of the models for weather forecasting, SH tank, SH demand, DHW tank, DHW 
demand, and HP were taken from the RMSE. 
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5.2.6 Evaluation of control strategies 

The three different control strategies, RBC, EMPC1, and EMPC2, were tested on a daily basis, 
and the results were analysed. To correctly assess the test results of these control strategies, 
environmental conditions such as ambient temperature 𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎 and global and horizontal solar 
radiation 𝐼𝐼𝑔𝑔𝑔𝑔𝑔𝑔−ℎ𝑠𝑠𝑠𝑠 were summarized on a daily basis. Furthermore, for the test days, the 
running mean ambient temperature 𝑇𝑇𝑟𝑟𝑟𝑟 𝑎𝑎𝑎𝑎𝑎𝑎 was calculated according to 

 

𝑇𝑇𝑟𝑟𝑟𝑟 𝑎𝑎𝑎𝑎𝑎𝑎 = (1 − 𝛼𝛼𝑟𝑟𝑟𝑟){𝑇𝑇𝑑𝑑−1 𝑎𝑎𝑎𝑎𝑎𝑎 + 𝛼𝛼𝑟𝑟𝑟𝑟 𝑇𝑇𝑑𝑑−2 𝑎𝑎𝑎𝑎𝑎𝑎 + 𝛼𝛼𝑟𝑟𝑟𝑟2 𝑇𝑇𝑑𝑑−3 𝑎𝑎𝑎𝑎𝑎𝑎 … },                (5-4) 

 

which is a weighted running mean of the series of previous days that is simplified according 
to 

 

𝑇𝑇𝑟𝑟𝑟𝑟 𝑎𝑎𝑎𝑎𝑎𝑎 = (1 − 𝛼𝛼𝑟𝑟𝑟𝑟) 𝑇𝑇𝑑𝑑−1 𝑎𝑎𝑎𝑎𝑎𝑎 +  𝛼𝛼𝑟𝑟𝑟𝑟 𝑇𝑇𝑟𝑟𝑟𝑟−1 𝑎𝑎𝑎𝑎𝑎𝑎 ,                                                     (5-5) 

 

where 𝑇𝑇𝑑𝑑−𝑚𝑚 𝑎𝑎𝑎𝑎𝑎𝑎 is the daily running mean ambient temperature of the previous days with 
𝑚𝑚 = 1 for the day before and so on, and 𝛼𝛼𝑟𝑟𝑟𝑟 is a constant between 0 and 1, recommended 
to be 0.8 [41]. 𝑇𝑇𝑟𝑟𝑟𝑟 𝑎𝑎𝑎𝑎𝑎𝑎 was used to identify the normalized daily electricity consumption of 
the HP 𝑄𝑄𝐻𝐻𝐻𝐻 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 according to  
 

𝑄𝑄𝐻𝐻𝐻𝐻 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 =  𝑓𝑓�𝑇𝑇𝑟𝑟𝑟𝑟 𝑎𝑎𝑎𝑎𝑎𝑎 , 𝐼𝐼𝑔𝑔𝑔𝑔𝑔𝑔−ℎ𝑠𝑠𝑠𝑠�.                                                                                   (5-6) 

 

Identification of 𝑄𝑄𝐻𝐻𝐻𝐻 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛, was retrieved in MATLAB from a regression function, which was 
obtained from RBC test days. Likewise, the normalized daily operational electricity costs 
𝐽𝐽𝐻𝐻𝐻𝐻 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 was identified with a regression function according to  

 

𝐽𝐽𝐻𝐻𝐻𝐻 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 =  𝑓𝑓�𝑄𝑄𝐻𝐻𝐻𝐻 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛,𝑇𝑇𝑟𝑟𝑟𝑟 𝑎𝑎𝑎𝑎𝑎𝑎 ,𝑄𝑄𝑔𝑔𝑔𝑔𝑔𝑔−ℎ𝑠𝑠𝑠𝑠�.                                                                (5-7) 

 

To compare the performance of the three control strategies (RBC, EMPC1, and EMPC2), 
conventional KPIs and KPIs for demand flexibility were defined. The KPIs were categorized 
into three domains – energy and power, energy efficiency, and energy costs – and are  
shown in Table 5-3.  
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Table 5-3. Key performance indicators (KPIs) for RBC, EMPC1, and EMPC2. 

KPIs 
Energy and 

Power 
Energy 

efficiency 
Energy costs 

Conventional 𝑄𝑄𝐻𝐻𝐻𝐻 𝑆𝑆𝑆𝑆 𝐶𝐶𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻 𝑆𝑆𝑆𝑆 𝐽𝐽𝐻𝐻𝐻𝐻  

 𝑄𝑄𝐻𝐻𝐻𝐻 𝐷𝐷𝐷𝐷𝐷𝐷 𝐶𝐶𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻 𝐷𝐷𝐷𝐷𝐷𝐷 𝐽𝐽𝐻𝐻𝐻𝐻/𝐽𝐽𝐻𝐻𝐻𝐻 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 

 𝑄𝑄𝐻𝐻𝐻𝐻/𝑄𝑄𝐻𝐻𝐻𝐻 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛   

Demand flexibility 𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝐻𝐻𝐻𝐻 𝑆𝑆𝑆𝑆 𝜀𝜀𝑐𝑐𝑐𝑐𝑐𝑐 𝐻𝐻𝐻𝐻 𝐹𝐹𝐹𝐹 

 𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑆𝑆𝑆𝑆 𝜀𝜀𝑐𝑐𝑐𝑐𝑐𝑐 𝑆𝑆𝑆𝑆  

 

KPIs – energy and power 

The electricity consumption of the HP (𝑄𝑄𝐻𝐻𝐻𝐻 =  ∫𝑃𝑃𝐻𝐻𝐻𝐻 𝑑𝑑𝑑𝑑) is a classical KPI. For the current 
experimental setup, the HP’s electricity consumption was measured for charging the SH tank 
(𝑄𝑄𝐻𝐻𝐻𝐻 𝑆𝑆𝑆𝑆) and charging the DHW tank (𝑄𝑄𝐻𝐻𝐻𝐻 𝐷𝐷𝐷𝐷𝐷𝐷). The calculation of the ratio 
(𝑄𝑄𝐻𝐻𝐻𝐻/𝑄𝑄𝐻𝐻𝐻𝐻 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛) compared the HP’s electricity consumption under EMPC and RBC. The 
instantaneous power flexibility was simulated to identify the demand flexibility of the HP 
(𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝐻𝐻𝐻𝐻 𝑆𝑆𝑆𝑆) and the SH tank (𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑆𝑆𝑆𝑆). When using the instantaneous power flexibility as a 
KPI, it is possible to completely identify the demand flexibility. The instantaneous power 
flexibility is defined as the evolution of electrical power and heating power during a flexibility 
event [5]. For example, during low price periods of 𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒, an increase of demand 
flexibility is requested. In the present study, for EMPC2, which included 𝑐𝑐𝑚𝑚𝑚𝑚𝑚𝑚 𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒, the 
evolution of electrical power of the HP with the SH tank (𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝐻𝐻𝐻𝐻 𝑆𝑆𝑆𝑆) and the evolution of 
the charging power of the SH tank (𝑄𝑄𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑆𝑆𝑆𝑆) were simulated. In the results, we illustrated 
the instantaneous power flexibility 𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝐻𝐻𝐻𝐻 𝑆𝑆𝑆𝑆 and 𝑄𝑄𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑆𝑆𝑆𝑆 to show the major importance of 
this flexibility indicator. 

KPIs – energy efficiency 

Conventional KPIs are primarily used to identify energy efficiency issues such as the 
coefficient of performance (COP) of the HP, which was determined for the charging of  
the SH tank (𝐶𝐶𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻 𝑆𝑆𝑆𝑆) and the DHW tank (𝐶𝐶𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻 𝐷𝐷𝐷𝐷𝐷𝐷). Additionally, we developed 
efficiency indicators for demand flexibility, which refer to the effective utilization of available 
sources such as the HP and the SH tank. We introduce the effective utilization of the capacity 
of the SH tank �𝜀𝜀𝑐𝑐𝑐𝑐𝑐𝑐 𝑆𝑆𝑆𝑆 𝑡𝑡𝑎𝑎𝑛𝑛𝑛𝑛� according to 
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𝜀𝜀𝑐𝑐𝑐𝑐𝑐𝑐 𝑆𝑆𝑆𝑆 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 =  
max
𝑡𝑡𝑡𝑡𝑡𝑡

𝑄𝑄𝑆𝑆𝑆𝑆(𝑡𝑡)

𝑄𝑄𝑆𝑆𝑆𝑆 𝑚𝑚𝑚𝑚𝑚𝑚
 ,                                                                                             (5-8) 

 

where 𝑄𝑄𝑆𝑆𝑆𝑆 𝑚𝑚𝑚𝑚𝑚𝑚 is the maximum storage capacity, which refers to the amount of heat stored 
in the SH tank at 𝑇𝑇𝑆𝑆𝑆𝑆 𝑚𝑚𝑚𝑚𝑚𝑚 of 50 °C. The effective utilization of the capacity of the HP (𝜀𝜀𝑐𝑐𝑐𝑐𝑐𝑐 𝐻𝐻𝐻𝐻) 
is introduced according to 

 

𝜀𝜀𝑐𝑐𝑐𝑐𝑐𝑐 𝐻𝐻𝐻𝐻 =  
max
𝑡𝑡𝑡𝑡𝑡𝑡

𝑃𝑃𝐻𝐻𝐻𝐻(𝑡𝑡)

𝑃𝑃𝐻𝐻𝐻𝐻 𝑚𝑚𝑚𝑚𝑚𝑚
 ,                                                                                                      (5-9) 

 

where 𝑃𝑃𝐻𝐻𝐻𝐻 𝑚𝑚𝑚𝑚𝑚𝑚 is the maximum nominal power of the HP, which is retrieved from 
experimental data as shown in Appendix II. 

KPIs – energy costs 

Conventional KPIs and KPIs for demand flexibility integrate operational costs of electricity 
consumption of the HP. The total operational cost of the HP’s electricity consumption (𝐽𝐽𝐻𝐻𝐻𝐻)  
is a classical KPI. The calculation of the ratio (𝐽𝐽𝐻𝐻𝐻𝐻/𝐽𝐽𝐻𝐻𝐻𝐻 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛) gave a comparison of the HP’s 
operational costs under EMPC and RBC. It should be emphasized that 𝐽𝐽𝐻𝐻𝐻𝐻 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 was 
calculated based on 𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑎𝑎𝑎𝑎. 

The flexibility factor (𝐹𝐹𝐹𝐹) was calculated to identify demand flexibility. The flexibility factor 
presented the potential shift in energy consumption for heating from high-price to low-price 
periods [5,7,16]. In the present study, the flexibility factor was simulated for the energy 
consumption of the HP to compensate for the heating demand of the SH tank according to  

 

𝐹𝐹𝐹𝐹 =

⎝

⎜⎜
⎛
∫  𝑃𝑃𝐻𝐻𝐻𝐻 𝑆𝑆𝑆𝑆 𝑑𝑑𝑑𝑑
𝑡𝑡𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑙𝑙

𝑒𝑒𝑒𝑒𝑒𝑒

𝑡𝑡𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑙𝑙
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

−  ∫  𝑃𝑃𝐻𝐻𝐻𝐻 𝑆𝑆𝑆𝑆 𝑑𝑑𝑑𝑑
𝑡𝑡𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒ℎ𝑖𝑖𝑖𝑖ℎ

𝑒𝑒𝑒𝑒𝑒𝑒

𝑡𝑡𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒ℎ𝑖𝑖𝑖𝑖ℎ
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

∫  𝑃𝑃𝐻𝐻𝐻𝐻 𝑆𝑆𝑆𝑆 𝑑𝑑𝑑𝑑
𝑡𝑡𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑙𝑙

𝑒𝑒𝑒𝑒𝑒𝑒

𝑡𝑡𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑙𝑙
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

+ ∫  𝑃𝑃𝐻𝐻𝐻𝐻 𝑆𝑆𝑆𝑆 𝑑𝑑𝑑𝑑
𝑡𝑡𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒ℎ𝑖𝑖𝑖𝑖ℎ

𝑒𝑒𝑒𝑒𝑒𝑒

𝑡𝑡𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒ℎ𝑖𝑖𝑖𝑖ℎ
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

  

+   
∫  𝑃𝑃𝐻𝐻𝐻𝐻 𝑆𝑆𝑆𝑆 𝑑𝑑𝑑𝑑
𝑡𝑡𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙

𝑒𝑒𝑒𝑒𝑒𝑒

𝑡𝑡𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

−  ∫  𝑃𝑃𝐻𝐻𝐻𝐻 𝑆𝑆𝑆𝑆 𝑑𝑑𝑑𝑑
𝑡𝑡𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖ℎ

𝑒𝑒𝑒𝑒𝑒𝑒

𝑡𝑡𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖ℎ
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

∫  𝑃𝑃𝐻𝐻𝐻𝐻 𝑆𝑆𝑆𝑆 𝑑𝑑𝑑𝑑
𝑡𝑡𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙

𝑒𝑒𝑒𝑒𝑒𝑒

𝑡𝑡𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

+ ∫  𝑃𝑃𝐻𝐻𝐻𝐻 𝑆𝑆𝑆𝑆 𝑑𝑑𝑑𝑑
𝑡𝑡𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖ℎ

𝑒𝑒𝑒𝑒𝑒𝑒

𝑡𝑡𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑖𝑖𝑖𝑖ℎ
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 ⎠

⎟
⎞

/2 ,       (5-10) 
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with  

−1 ≤ 𝐹𝐹𝐹𝐹 ≤ 1 ,                                                                                                                    (5-11) 

 

where 𝐹𝐹𝐹𝐹 of -1 represents an inflexible and 𝐹𝐹𝐹𝐹 of 1 a highly flexible system. Similar to 
previous studies [5,7], the standard deviation served to determine low- and high-price 
periods of 𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒 and 𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖. A standard deviation above 1σ defined high-price periods, 
whereas a standard deviation below -1σ was used to indicate low-price periods. 
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5.3   Results 

During the measurement period between November 2017 and April 2018, experiments  
were carried out to test the performance of the applied EMPC framework. The EMPC 
performance was obtained from three validation steps, (1) RBC, (2) EMPC1, and (3) EMPC2, 
which are shown in section 5.3.1. Performance data of EMPC validation were broken down  
by different models of the EMPC framework, as illustrated in section 5.3.1 (EMPC’s modelling 
performance). In section 5.3.2, the three control strategies are compared according to the 
performance indicators of energy and power, energy efficiency, and energy costs. For all test 
cases, identical imbalance prices (𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖) and day-ahead prices (𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒) were assumed 
(Figure 5.5). For EMPC2, 𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒 was modified to create a dynamic pricing plan including 
𝑐𝑐𝑚𝑚𝑚𝑚𝑑𝑑 𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒. 
 

 

Figure 5.5. Real-time pricing including a) day-ahead prices (𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒) and b) imbalance prices (𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖) 
used for validation steps (1) RBC, (2) EMPC1, and (3) EMPC2. 

5.3.1 EMPC validation 

RBC 

The first step in validating the EMPC was performed on 26 March 2018. The conventional 
RBC was applied to regulate the heating system with a constant SH tank temperature set 
point (𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠) of 34 °C (Figure 5.6a), which resulted in a low number of on/off cycles of the 
HP: three cycles for charging the SH tank (𝛽𝛽𝑆𝑆𝑆𝑆) (Figure 5.6b) and two cycles for charging the 
DHW tank (𝛽𝛽𝐷𝐷𝐷𝐷𝐷𝐷) (Figure 5.6c). Figure 5.6 also shows the results of the predicted and the 
measured electricity consumption of the HP (𝑃𝑃𝐻𝐻𝐻𝐻). The prediction performance was 
calculated for (𝑄𝑄𝐻𝐻𝐻𝐻 =  ∫𝑃𝑃𝐻𝐻𝐻𝐻 𝑑𝑑𝑑𝑑) (kWh) with RMSE = 0.17, MAE = 0.13, MAPE = 0.28,  
R2 = 0.91, and G = 0.71. 
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Figure 5.6. RBC experimental results for 26.03.2018: a) temperature set point for the SH tank 𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠,  
b) control output charging the SH tank (𝛽𝛽𝑆𝑆𝑆𝑆), and c) control output charging the DHW tank (𝛽𝛽𝐷𝐷𝐷𝐷𝐷𝐷). 
Electricity consumption of the HP (𝑃𝑃𝐻𝐻𝐻𝐻) d) measured and e) predicted and f) the difference between 
predicted and measured. 

EMPC1 

The EMPC1 strategy was applied on 05 April 2018 and incorporated real-time pricing 
(𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒 and 𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖) as illustrated in Figure 5.5. For EMPC1, we assumed static day-ahead 
prices 𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒. The results of the control decisions of EMPC1 are shown in Figure 5.7a. 
Between 9:00 and 10:00, when 𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖 reached negative values, 𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠 was changed to the 
maximum setting of 50 °C to enable high power to the HP, which charged the SH tank. As can 
be seen in Figure 5.7b, applying EMPC1 resulted in an increase in the number of on/off 
cycles for charging the SH tank, which are almost twice the number of cycles with RBC. This 
was because °𝑚𝑚 were set to zero at 𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠(𝑡𝑡) ≤  𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠(𝑡𝑡 − 1) && 𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠(𝑡𝑡) < 
 𝑇𝑇𝑆𝑆𝑆𝑆(𝑡𝑡 − 1). The results of the predicted and measured 𝑃𝑃𝐻𝐻𝐻𝐻 are shown in Figure 5.7d-f.  
The prediction performance was calculated for (𝑄𝑄𝐻𝐻𝐻𝐻 =  ∫𝑃𝑃𝐻𝐻𝐻𝐻 𝑑𝑑𝑑𝑑) (kWh) with RMSE = 0.22, 
MAE = 0.13, MAPE = 0.27, R2 = 0.85, and G = 0.62. 
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Figure 5.7. EMPC1 experimental results for 05.04.2018: a) temperature set point for the SH tank 
𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠, b) control output charging the SH tank (𝛽𝛽𝑆𝑆𝑆𝑆), and c) control output charging the DHW tank 
(𝛽𝛽𝐷𝐷𝐷𝐷𝐷𝐷). Electricity consumption of the HP (𝑃𝑃𝐻𝐻𝐻𝐻) d) measured and e) predicted and f) the difference 
between predicted and measured. 

EMPC2 

Real-time pricing, including 𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒 and 𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖, was implemented in EMPC2 and tested on 
01 April 2018. A modified day-ahead price 𝑐𝑐𝑚𝑚𝑚𝑚𝑚𝑚 𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑑𝑑 was used, which related to the 
forecasting of one daily peak of global and horizontal solar radiation (Figure 5.8). As shown in 
Figure 5.8, between 14:00 and 15:00, the daily hourly peak of solar radiation was observed, 
and 𝑐𝑐𝑚𝑚𝑚𝑚𝑚𝑚 𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒 was set to zero. The results of the control decisions of EMPC2 are shown 
in Figure 5.9a. Between 9:00 and 10:00, when 𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖 reached a daily minimum, the HP 
provided maximum power for charging the SH tank with 𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠 = 50 °C. It was also 
observed that during the daily peak of solar radiation with 𝑐𝑐𝑚𝑚𝑚𝑚𝑚𝑚 𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒 = 0, the HP 
charged the SH tank with 𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠 = 46 °C. It can be noticed that 2 hours before the peak of 
solar radiation, 𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠 was changed to 38 °C. EMPC2 changed this set point to provide the 
best charging conditions for the peak hour (2 hours later), during which maximum charging 
was requested. The results of the predicted and measured 𝑃𝑃𝐻𝐻𝐻𝐻 are shown in Figure 5.9d-f. 
The prediction performance was calculated for (𝑄𝑄𝐻𝐻𝐻𝐻 =  ∫𝑃𝑃𝐻𝐻𝐻𝐻 𝑑𝑑𝑑𝑑) (kWh) with RMSE = 0.22, 
MAE = 0.16, MAPE = 0.31, R2 = 0.87, and G = 0.64. 
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Figure 5.8. EMPC2 experimental results for 01.04.2018: a) measured 𝐼𝐼𝑔𝑔𝑔𝑔𝑔𝑔−ℎ𝑠𝑠𝑠𝑠, b) 𝑐𝑐𝑚𝑚𝑚𝑚𝑚𝑚 𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒,  
c) 𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖. 𝑐𝑐𝑚𝑚𝑚𝑚𝑚𝑚 𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒  was set to zero during predicted and measured peak of 𝐼𝐼𝑔𝑔𝑔𝑔𝑔𝑔−ℎ𝑠𝑠𝑠𝑠. 

 

 

 

Figure 5.9. EMPC2 experimental results for 01.04.2018: a) temperature set point for the SH tank 
𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠, b) control output charging the SH tank (𝛽𝛽𝑆𝑆𝑆𝑆), and c) control output charging the DHW tank 
(𝛽𝛽𝐷𝐷𝐷𝐷𝐷𝐷). Electricity consumption of the HP (𝑃𝑃𝐻𝐻𝐻𝐻) d) measured and e) predicted and f) the difference 
between predicted and measured. 
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EMPC’s modelling performance 

Previous sections showed the results of the prediction performance of 𝑃𝑃𝐻𝐻𝐻𝐻 during test days 
for RBC, EMPC1, and EMPC2. The overall prediction performance of 𝑄𝑄𝐻𝐻𝐻𝐻 was a result of the 
performance of the different models implemented in the EMPC framework. The fractional 
prediction error for each of these models was calculated according to Equation 5-3 and is 
shown in Figure 5.10 as the percentage of the absolute error (RMSE) of the testing days for  
RBC, EMPC1, and EMPC2. 

 

 

Figure 5.10. EMPC’s modelling performance under RBC, EMPC1, and EMPC2. The fractional prediction 
error of each model (weather forecasting, SH tank, SH demand, DHW tank, DHW demand, and HP) is 
shown as the percentage of the absolute error (RMSE) for RBC, EMPC1, and EMPC2. 

In Figure 5.10, the two models responsible for the largest fraction of the prediction error for 
each test day are highlighted (exploded view). During RBC and EMPC2 testing days, the 
largest fractional errors were calculated for the HP model and the SH tank model, whereas 
during the EMPC1 test day, the largest fractional prediction errors were obtained for the HP 
model and the SH demand model. 

5.3.2 Evaluation of control strategies 

From the test results of the different control strategies (RBC, EMPC1, and EMPC2), KPIs were 
calculated for energy and power, energy efficiency, and energy costs. The environmental 
conditions for the three testing days are summarized in Table 5-4.  
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Table 5-4. Experimental results – environmental conditions. 

Control strategy 
𝑻𝑻𝒂𝒂𝒂𝒂𝒂𝒂 
(°C) 

𝑻𝑻𝒓𝒓𝒓𝒓 𝒂𝒂𝒂𝒂𝒂𝒂 
(°C) 

𝑰𝑰𝒈𝒈𝒈𝒈𝒈𝒈−𝒉𝒉𝒉𝒉𝒉𝒉 
(kWh/m2) 

RBC 4.8 4.9 1.4 

EMPC1 6.5 6.5 1.2 

EMPC2 5.1 5.3 0.6 

 

Experimental results of environmental conditions and KPIs of control established a 
benchmark for comparing performances of the different control strategies, as detailed  
in the following sections. 

KPIs – energy and power 

The HP charged the SH and DHW tanks. The HP’s electricity consumption (𝑄𝑄𝐻𝐻𝐻𝐻) for charging 
the SH (𝑄𝑄𝐻𝐻𝐻𝐻 𝑆𝑆𝑆𝑆) and DHW tanks (𝑄𝑄𝐻𝐻𝐻𝐻 𝐷𝐷𝐷𝐷𝐷𝐷) for the three testing days was measured, and 
the ratio of 𝑄𝑄𝐻𝐻𝐻𝐻/𝑄𝑄𝐻𝐻𝐻𝐻 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 was calculated (Table 5-5). For EMPC1, 𝑄𝑄𝐻𝐻𝐻𝐻 increased by 4%. We 
could not conclude, however, that EMPC1 resulted in greater energy consumption than RBC, 
because the 4% 𝑄𝑄𝐻𝐻𝐻𝐻 increase was within the regression error of 5%. In contrast, the HP’s 
electricity consumption under EMPC2 increased by 9%. 

Table 5-5. KPIs for control strategies - energy and power. 

Control 
strategy 

𝑸𝑸𝑯𝑯𝑯𝑯 𝑺𝑺𝑺𝑺 
(kWh) 

𝑸𝑸𝑯𝑯𝑯𝑯 𝑫𝑫𝑫𝑫𝑫𝑫 
(kWh) 

𝑸𝑸𝑯𝑯𝑯𝑯 
(kWh) 

𝑸𝑸𝑯𝑯𝑯𝑯 𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏 
(kWh) 

�
𝑸𝑸𝑯𝑯𝑯𝑯

𝑸𝑸𝑯𝑯𝑯𝑯 𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏
− 𝟏𝟏� 

RBC 10.6 1.4 12.0 12.0 - 

EMPC1 8.9 1.2 10.1 9.7 + 4% 

EMPC2 13.9 0.4 14.3 13.1 + 9% 

 

In EMPC2, real-time pricing, including 𝑐𝑐𝑚𝑚𝑚𝑚𝑚𝑚 𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒, was introduced to offer a dynamic 
pricing plan for the next 24 hours so as to be able to continuously adapt the energy 
consumption profile. Additionally, the 𝑐𝑐𝑚𝑚𝑚𝑚𝑚𝑚 𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒 was set to zero according to the  
daily peak of solar radiation, which occurred between 14:00 and 15:00 (Figure 5.8).  



Chapter 5       159 

During this period, EMPC2 forced the HP to provide maximum charging power to the SH 
tank. The instantaneous power flexibility was calculated to illustrate the provision of 
maximum charging power during a flexibility time step ∆𝑡𝑡𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 of 60 min (Figure 5.11). It can 
be seen in Figure 5.11 that during the flexibility event (𝑐𝑐𝑚𝑚𝑚𝑚𝑚𝑚 𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒 = 0), between 14:00 
and 15:00, the HP provided high charging power to the SH tank (𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑆𝑆𝑆𝑆) of up to 13.8 kW 
(Figure 5.11a) driven by great electricity consumption by the HP (𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝐻𝐻𝐻𝐻 𝑆𝑆𝑆𝑆) of up to 2.5 kW 
(Figure 5.11b). It was observed that between 14:00 and 15:00 it took about 50 minutes of 
∆𝑡𝑡𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 to increase 𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝐻𝐻𝐻𝐻 𝑆𝑆𝑆𝑆 to above 2 kW. This was due to the primary control of the HP’s 
compressor, which was regulated based on °𝑚𝑚, as the °𝑚𝑚 value decreased, the 𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝐻𝐻𝐻𝐻 𝑆𝑆𝑆𝑆 
value increased. 
 

 

Figure 5.11. Instantaneous power flexibility for charging the SH tank using the HP under EMPC2:  
a) thermal instantaneous power flexibility of the SH tank (𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑆𝑆𝑆𝑆) and b) electrical instantaneous 
power flexibility of the HP with the SH tank (𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝐻𝐻𝐻𝐻 𝑆𝑆𝑆𝑆). The x-axis shows the control horizon of 
EMPC2. The y-axis represents the flexibility time step (∆𝑡𝑡𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓) of 60 min in which the HP can charge the 
SH tank, assuming a maximum set point of 𝑇𝑇𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠 =  50 °C. 

KPIs – energy efficiency 
The HP electricity consumption and the heating power provided to the SH and DHW tanks 
were measured. Accordingly, the HP’s efficiency was calculated for charging the SH tank 
(𝐶𝐶𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻 𝑆𝑆𝑆𝑆) and the DHW tank (𝐶𝐶𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻 𝐷𝐷𝐷𝐷𝐷𝐷) (Table 5-6). Experimental results showed that 
this heating system worked efficiently, with a 𝐶𝐶𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻 𝑆𝑆𝑆𝑆 between 5.9 and 6.4 and a 
𝐶𝐶𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻 𝐷𝐷𝐷𝐷𝐷𝐷 between 3.3 and 4.0, which were in accordance with theoretical assumptions 
from manufacturer’s data. An overview of experimental data on the HP’s efficiency is shown 
in Appendix II. For all control strategies, 𝐶𝐶𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻 𝑆𝑆𝑆𝑆 was higher than 𝐶𝐶𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻 𝐷𝐷𝐻𝐻𝐻𝐻, which was 
due to higher charging temperatures for the DHW tank than for the SH tank. Table 5-6 also 
lists effective utilization of capacity of the SH tank �𝜀𝜀𝑐𝑐𝑐𝑐𝑐𝑐 𝑆𝑆𝑆𝑆 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡� and effective utilization of 
capacity of the HP (𝜀𝜀𝑐𝑐𝑐𝑐𝑐𝑐 𝐻𝐻𝐻𝐻). It can be seen from Table 5-6 that EMPC increases effective 
utilization of the capacity of both the HP and the SH tank. 
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Table 5-6. KPIs for control strategies – energy efficiency. 

Control 
strategy 

𝑪𝑪𝑪𝑪𝑪𝑪𝑯𝑯𝑯𝑯 𝑺𝑺𝑺𝑺 𝑪𝑪𝑪𝑪𝑪𝑪𝑯𝑯𝑯𝑯 𝑫𝑫𝑫𝑫𝑫𝑫 𝜺𝜺𝒄𝒄𝒄𝒄𝒑𝒑 𝑯𝑯𝑯𝑯 𝜺𝜺𝒄𝒄𝒄𝒄𝒄𝒄 𝑺𝑺𝑺𝑺 𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕 

RBC 5.9 3.9 0.78 0.49 

EMPC1 6.4 4.0 0.91 0.60 

EMPC2 6.1 3.3 0.96 0.56 

 

KPIs – energy costs 
For the control strategies EMPC1 and EMPC2, the total costs of electricity usage (𝐽𝐽𝐻𝐻𝐻𝐻)  
were calculated according to Algorithm 2. In the same way it was for EMPC1, the total cost 
for RBC was retrieved using 𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒 and 𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖. Table 5-7 lists 𝐽𝐽𝐻𝐻𝐻𝐻 and shows the ratio 
𝐽𝐽𝐻𝐻𝐻𝐻

𝐽𝐽𝐻𝐻𝐻𝐻 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛
� , which indicates that the use of EMPC reduces the total operational costs of 

electricity consumption. For RBC, a decrease of 𝐽𝐽𝐻𝐻𝐻𝐻 compared to 𝐽𝐽𝐻𝐻𝐻𝐻 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 was due to the 
consideration of 𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖 and 𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒. To create 𝐽𝐽𝐻𝐻𝐻𝐻 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛, only 𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑−𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒 was used. The 
application of EMPC also improved demand flexibility in terms of costs, as can be seen in an 
increase of the flexibility factor (𝐹𝐹𝐹𝐹) compared to RBC. 

Table 5-7. KPIs for control strategies – costs. 

Control strategy 
𝑱𝑱𝑯𝑯𝑯𝑯 
(€) 

�
𝑱𝑱𝑯𝑯𝑯𝑯

𝑱𝑱𝑯𝑯𝑯𝑯 𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏
− 𝟏𝟏� 𝑭𝑭𝑭𝑭 

RBC 0.58 - 2% 0.07 

EMPC1 0.42 - 15% 0.27 

EMPC2 0.61 - 12% 0.37 
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5.4   Discussion 

The experimental results showed an energy-efficient operation of the heating system, 
including HP and TES. It was observed that the performance of the heating system was in 
good agreement with the results from other studies, which used heating systems in office 
buildings and residential buildings, including HP combined with PCM and TCM tanks [5], HP 
and fan coils, radiators, and air-handling units [18], HP in combination with CHP [42], and  
CHP combined with TES [20]. 

During the test days, the overall performance in predicting HP electricity consumption was 
between 0.17 and 0.22 kWh as measured by RMSE; this is an improvement over results in 
other studies [43]. For performance in predicting 𝑄𝑄𝐻𝐻𝐻𝐻, the largest fractional prediction errors 
were determined for the HP model (20–23%) and the SH tank model (18–23%). The HP  
was modelled as an ANN – more precisely, a recurrent dynamic network with feedback 
connections – using 𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎 and 𝐼𝐼𝑔𝑔𝑔𝑔𝑔𝑔−ℎ𝑠𝑠𝑠𝑠 as input variables for modelling the evaporator side.  
A detailed approach to modelling the evaporator circuit could increase the prediction 
performance but also would require an additional model of the PVT system. 

For the SH tank, the presence of three inlet and outlet ports meant a more complex model 
was required. A multi-node grey-box model was configured, which outperformed ANN and 
state-space black-box models. In the case of the black-box models, this was because the 
measurement data did not sufficiently reflect all possible cases of different states of the SH 
tank. The use of a fast, high performing multi-node grey-box model in an EMPC/MPC 
framework is recommended for the SH tank. 

For modelling SH demand, ANN black-box models have already shown good prediction 
performance [7,43]. In the present study, SH demand was predicted by applying a recurrent 
dynamic network, which resulted in a fractional prediction error of 15–24%. To improve the 
prediction performance of heating, cooling or energy load profiles for buildings, black-box 
modelling approaches such as support vector machines, deep neural networks, or combined 
models including ensemble and improved models [44] could be further investigated.  

The use of a one-node grey-box model (capacity model) of the DHW tank resulted in a 
fractional prediction error of 12–15%, indicating that there is still room for improvement.  
We recommend that future applications use multi-node grey-box models even for well-
mixed DHW tanks.  

To identify DHW demand, Markov chains were applied, showing a fractional prediction error 
of 9–19%. To improve performance in predicting DHW demand profiles, black-box modelling 
approaches such as support vector machines [45] could be further investigated. 
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For the weather forecasting model, online forecasting was combined with a feedforward 
network (an ANN) to forecast solar radiation. A fractional prediction error of 10–11% showed 
that this model performs well and can be recommended for the use in an EMPC/MPC 
framework. For a possible performance improvement, a shorter time step for predictions 
could be used [7,46], however, this would lead to a larger state space regarding OCP 
formulation of EMPC. 

We compared the performances of EMPC and RBC using conventional indicators and 
indicators for demand flexibility. These performance indicators were categorized into  
three domains: energy and power, energy efficiency, and energy costs. This categorization 
emphasizes the necessity of quantifying demand flexibility indicators according to the 
following benefits: 

1. Performance indicators in the category of energy costs can be included in the 
formulation of OCP [7]. This makes it possible to optimize demand flexibility by 
creating a cost function, which incorporates operational costs of energy usage  
that are associated with demand flexibility [7]. 

2. Performance indicators in the category of energy and power can provide detailed 
information about energy consumption in relation to the power grid. For example, 
the flexibility indicator instantaneous power flexibility presents the evolution of 
electrical power and heating power during a requested flexibility event [5]. 

3. Performance indicators in the category of energy efficiency can be used to identify 
performance issues of the current energy system. For example, in the present  
study, we introduced a measure of the effective utilization of SH tank capacity.  
We determined a maximum value of 0.6 across all control strategies, which implies 
that the current SH tank is oversized for the request of demand flexibility under 
RTP. We note that for the retrofitting of the current system or the design of new 
systems, a comprehensive overview is required of all efficiency indicators, such as 
the COP of the HP. 

We used a one-way trading pattern, including dynamic day-ahead prices and imbalance 
prices. In contrast to complex trading mechanisms using intra-day pricing, this one-way 
trading mechanism can be simply implemented in an EMPC framework and enables dynamic 
optimization of demand flexibility. Recent studies have investigated complex trading and 
simple one-way trading mechanisms for demand flexibility. In [47], a simulation study served 
to investigate intra-day trading of transient building load. The study concluded that one-hour 
intra-day trading can bring economic benefits. The authors in [47] suggested a simple one-
way trading pattern that could also be adapted to longer trading horizons. Integrating 
flexible demand into current trading markets was also investigated by [48].  



Chapter 5       163 

The simulation study [48] showed that above a certain ratio of flexible consumers, the 
current trading mechanism can hinder correct predictions of energy consumption. The 
authors in [48] suggested more direct control of flexible demand. In [21], authors argued 
that direct control of flexible demand can increase the reliability of demand-side actions 
caused by fluctuating prices in trading markets. These authors [21] suggest direct control for 
flexibility provision of 1 to 30 min before real-time and the use of pricing markets and/or 
trading markets for longer notification times. In a simulation study [49], hourly RTP and CO2 
intensity were integrated as weighted sums into an MPC’s cost function. The study [49] 
found that optimal control can integrate a trade-off between cost optimization and CO2 
emissions, which can be directly linked to renewable energy sources. To facilitate renewable 
integration, there are several approaches to control demand flexibility. However, these 
control approaches have to fit into existing electricity markets or have to lead to innovative 
flexibility markets [50] such as local flexibility markets [51]. 
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5.5   Conclusion 

We developed and demonstrated an economic model predictive controller to optimally 
manage the total operational costs of electricity consumption of a heat pump in a house.  
The experiments were performed in a residential building with a hydraulic heating system, 
an HP, and TES tanks. During the test periods, the stochastic behaviour of occupants was 
implemented in the EMPC. The EMPC also included different modelling techniques of the 
system components (weather forecasting, the SH tank, the SH demand, the DHW tank, the 
DHW demand, and the HP). We introduced a methodology to determine the fractional 
prediction error of all models applied in the EMPC framework. We recommend measuring 
the fractional prediction error to assess the impact of modelling techniques on EMPC 
prediction performance. The overall performance in predicting the HPs electricity 
consumption was a result of the prediction errors of the different models. The study  
realized good performance at predicting HP energy consumption.  

The performance of EMPC and RBC were compared by quantifying conventional indicators 
and flexibility indicators. We introduced a categorization of indicators according to 1) energy 
and power, 2) energy efficiency, and 3) energy costs. This categorization helps to make clear 
the benefits of using flexibility indicators in real-life applications. Those benefits include  
1) detailed information on demand flexibility in relation to the power grid, 2) demand 
flexibility for retrofitting and design of new energy systems, and 3) optimal control of 
demand flexibility. We also introduced KPIs in the category of energy efficiency to  
measure the effective utilization of available sources such as HP and TES. 

A building heating system, including HP and TES, was used to demonstrate the provision of 
demand flexibility for real-time power markets. We introduced a flexibility service that can 
be used as an ancillary service for flexibility markets. The flexibility service is based on a 
dynamic modification of day-ahead prices. This modification was used to adapt energy 
consumption to errors in the forecasting of renewable energy generation. To facilitate 
renewable integration and control demand flexibility, the introduced methodology is one 
possible solution that fits into flexibility markets. However, demand flexibility was 
dynamically optimized using a notification time of 1 ℎ < 𝑡𝑡 < 𝑡𝑡𝑑𝑑𝑑𝑑𝑑𝑑 𝑒𝑒𝑒𝑒𝑒𝑒. For shorter-term 
provision of demand flexibility where 𝑡𝑡 < 1 ℎ, we suggest investigating direct control of 
demand flexibility to ensure reliable grid operations. Eventually, a combination of direct 
control (incentive-based) and price-based control of demand flexibility will create robust 
energy networks, which are of vital importance for the integration of renewable sources. 
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5.6   Appendix I – Performance metrics 

𝑖𝑖 is the sample number, 𝑛𝑛 is the total number of samples, 𝑒𝑒 is the estimated data point, 𝑜𝑜 is 
the output, and 𝑜̅𝑜 is the mean output. 

 

Root Mean Square Error 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =  � 
1
𝑛𝑛  �(𝑒𝑒𝑖𝑖 − 𝑜𝑜𝑖𝑖)2

𝑛𝑛

𝑖𝑖=1

 

 

Mean Absolute Error 

𝑀𝑀𝑀𝑀𝑀𝑀 =  
1
𝑛𝑛  �|𝑒𝑒𝑖𝑖 − 𝑜𝑜𝑖𝑖|

𝑛𝑛

𝑖𝑖=1

 

 

Mean Absolute Percentage Error 
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𝑛𝑛  ��
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𝑛𝑛
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Coefficient of Determination 

𝑅𝑅2 =  1 −  
 ∑ (𝑜𝑜𝑖𝑖 − 𝑒𝑒𝑖𝑖)2𝑛𝑛

𝑖𝑖=1
 ∑ (𝑜𝑜𝑖𝑖 − 𝑜̅𝑜)2𝑛𝑛

𝑖𝑖=1
 

 

Goodness of Fit 

𝐺𝐺 =  1 −  
�∑ (𝑒𝑒𝑖𝑖 − 𝑜𝑜𝑖𝑖)2𝑛𝑛

𝑖𝑖=1

�∑ �𝑜𝑜𝑖𝑖 −  1
𝑛𝑛  ∑ 𝑜𝑜𝑖𝑖𝑛𝑛

𝑖𝑖=1 �
2

𝑛𝑛
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5.7   Appendix II – Experimental data for heat pump 

 

Experimental data for heat pump COPHP = f (Tsupply heating, Treturn brine); curve fitting of experimental data 
using a polynomial fitting curve (R2 = 0.89, RMSE = 0.36). 

 

 

 

Experimental data for heat pump COPHP vs. PHP; the heat pump regulates the electricity consumption of 
the compressor according to PHP min = 0.42 kW, PHP max = 2.7 kW, and ΔPHP = 0.06 kW; box plots for  
PHP min ≤ PHP ≤ PHP max. 
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At the beginning of this research, the International Energy Agency – Energy in Buildings and 
Communities program initiated Annex 67 “Energy Flexible Buildings”. A major objective of 
Annex 67 was to develop a common terminology and definition of “Energy flexibility in 
buildings” [1]. While all participants agreed that the development of energy flexibility in 
buildings would mitigate intermittency issues of renewable energy resources, there was  
no common agreement on the terminology of energy flexibility in buildings. To date, a 
comprehensive characterization of energy flexibility [2], an overview of example studies [3], 
and alternative formulations of energy flexibility, which are demand-side flexibility [4] and 
demand flexibility [5], have been developed. In this study, the term “demand flexibility” is 
used to describe the potential energy flexibility of buildings. This is because a building’s 
flexibility is characterized by its size (amount of energy), time (power shifting potential), and 
costs (energy costs) (Figure 1.1 – Chapter 1) [6,7]. Therefore, exclusively using “energy 
flexibility” offers an inadequate description of a building’s flexibility. 

In this work, the demand flexibility of building heating systems, including power-to-heat and 
thermal energy storage, was investigated. The results and limitations of these investigations 
were presented in the previous four chapters. Here, the answers to the research questions  
as formulated in Chapter 1 are discussed: 

(1) How can the main dynamic characteristics of demand flexibility of building heating 
systems, including power-to-heat and TES, be integrated for optimal control? 

The main dynamic characteristics of TES include storage capacity, charging and discharging 
rates, and thermal losses. To provide demand flexibility of TES systems (buffer tanks 
including water, phase change materials, and thermochemical materials), the heat and mass 
transfer dynamics were captured using performance maps [8]. These performance maps 
were used in the framework of optimal control, and they show the dynamic characteristics of 
energy and power, and efficiency. Based on performance maps, grey-box and black-box TES 
models were created for use in optimal control. The grey-box models were retrieved from 
the one-dimensional convection-diffusion-reaction equation. The black-box models included, 
for example, time-series recurrent dynamic networks. 

As shown in Chapter 2, in the first simulation case study of power-to-heat and TES buffer 
tanks, a finite-difference method (the Crank-Nicolson scheme) was implemented, which is a 
numerical solution to the one-dimensional equation. The Crank-Nicolson scheme was 
applied to grey-box models of TES buffer tanks that include water, phase change materials, 
and thermochemical materials, and integrated into an optimal control framework. The 
Crank-Nicolson scheme was chosen because it provides stable, robust, and fast modelling 
with low computational effort.  
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Chapter 4 and Chapter 5 present the second experimental case study, where the Crank-
Nicolson scheme was integrated into the optimal control framework to model the water 
buffer tank. During validation of the water tank model, it was found that the simulations 
insufficiently represented the mixing effect that resulted from temperature inversion. Based 
on this observation, a numerical solution was created for online optimization that included a 
combination of the Crank-Nicolson scheme for the diffusion problem and an upwind scheme 
for the convection problem. This one-dimensional multi-node model of the water buffer tank 
outperformed the grey-box one-node (capacity) model and black-box models such as time-
series recurrent dynamic networks and discrete-time state-space models. For the 
performance of black-box models, it was observed that learning strategies play an  
important role in establishing training and validation data. For example, a training and 
validation data set of six months was used, which is commonly a rich dataset. Nevertheless, 
the measurement data did not include all possible cases of different states of the water 
buffer tank model (TES).  

The charging of TES systems strongly depends on the characteristics of power-to-heat 
devices such as HPs that can be represented by the minimum and maximum capacity, and 
the ramping capacity up and down. To implement the HP’s characteristics into the 
framework of optimal control, in the second experimental case study, a black-box model was 
created that was an artificial neural network (a nonlinear autoregressive with an external 
input model). The black-box model performed well during validation and online optimization 
because the measurement data sufficiently captured all possible cases of different states for 
the HP. A well-performing HP model is needed to successfully test the developed optimal 
control strategy because the optimal control problem includes HPs’ electricity consumption. 
To regulate the electricity usage of the HP, a soft control was implemented using HPs’ 
degree minutes to be controlled. Degree minutes are the difference between the actual and 
setpoint temperature of TES. Regulating HPs’ degree minutes was found to be a robust 
method for online optimization without interrupting HPs primary compressor control. 

To integrate the dynamic characteristics of HP and TES into optimal control (online-
optimization), it was concluded that grey-box modelling approaches perform best for  
TES buffer tanks and black-box modelling approaches perform best for HPs. For future 
implementations of model-based optimal control, the following strategy is recommended:  

First, determine a learning strategy to capture all relevant states of building energy system 
components. It was noted that it is essential to focus on all possible cases of states of 
building energy system components rather than focusing on a certain measurement period.  

Second, create black-box models for building energy system components. If it is not possible 
to measure all relevant cases, develop detailed and fast-performing grey-box models.  
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Third, if black-box models are developed, additionally, create simplified grey-box models that 
offer online validation of the black-box models. During online optimization, if the results of 
the black-box model are greater than a threshold (deviation of performance criteria), the 
simplified grey-box model is used for online optimization to prevent inaccurate predictions 
during unlearned situations. 

(2) What optimal control strategy activates the optimization of demand flexibility while 
integrating many control objectives? 

Optimizing demand flexibility is associated with optimizing load shifting, peak shaving, 
energy consumption, costs of energy consumption, self-consumption, CO2 emissions, and 
thermal comfort. For optimal control, most researchers investigated one of these control 
objectives [9,10]. A few research studies implemented many control objectives and found 
that they can contradict each other. For example, minimizing energy consumption can lead 
to discomfort [11,12]. For multi-objective optimization, the effect of contradicting objectives 
is not new and has been solved using methods such as Pareto optimal solutions. Examples  
of Pareto optimization were found for the investigation of thermal comfort and energy 
consumption [13] or thermal comfort and energy costs of buildings [12,14]. As a result, a 
Pareto front can visualize all possible solutions, including the best compromise based on the 
decision-maker’s criteria. Thus, the Pareto method can include many control aspects in one 
objective function.  

To optimize demand flexibility, in this thesis, a different approach to the Pareto method was 
used. An objective function was introduced, where each term associates operational costs of 
energy usage with demand flexibility. For example, in the first experimental case study 
(Chapter 3), the costs of consuming electricity from the grid, the costs of consuming 
electricity from on-site PV power generation, and the costs of delivering electricity from  
on-site PV power generation to the grid were integrated into one objective function of the 
model predictive controller. The demand flexibility was optimized for contradicting 
objectives such as self-consumption and grid feed-in. However, this method is only 
applicable to control objectives that aim to optimize the use of energy, such as load shifting, 
peak shaving, total energy consumption, self-consumption, and CO2 emissions. The method 
is not applicable to optimize thermal comfort, because indicators to quantify thermal 
comfort, such as the predicted mean vote, exclude the use of energy. To meet thermal 
comfort requirements in optimal control using model predictive control, it is recommended 
to integrate boundary conditions of an acceptable range of indoor temperature, moisture, 
and air velocity. 
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(3) What optimal control method activates online optimization of demand flexibility? 

Rule-based control strategies cannot incorporate time-varying disturbances, complex 
dynamic control signals, and non-linear and time-varying dynamics. To compensate for this 
drawback, an optimal control strategy was created, which was applied in both experimental 
case studies. The optimal control problem was formulated in an MPC framework that 
consisted of a dynamic system model of the building and heating systems and implemented 
dynamic programming as the optimization method. Applying approximations to the dynamic 
programming scheme reduced the state and decisions space and, thus, reduced the 
computational effort of solving the optimal control problem.  

For the experimental case studies, it was shown, that the MPC resulted in greater total 
operational energy consumption, which was the daily electricity consumption of the HP.  
In the first experimental case study HPs electricity consumption increased by 13% (0.5 kWh 
for EMPC1Chapter3) and 18% (0.6 kWh for EMPC2Chapter3). In the second experimental case 
study, the MPC increased HPs electricity consumption by 4% (0.4 kWh for EMPC1Chapter5) and 
9% (1.2 kWh for EMPC2Chapter5). For the total costs of HPs electricity consumption, the MPC, 
which was an economic MPC (EMPC), always realized cost savings. In the first experimental 
case study, costs of HPs electricity usage decreased by 7% (1.0 Euro cent for EMPC1Chapter3) 
and 3% (0.4 Euro cent for EMPC2Chapter3). In the second experimental case study, cost savings 
of HPs electricity usage were achieved by 15% (6.0 Euro cent for EMPC1Chapter5) and 12%  
(7.0 Euro cent for EMPC2Chapter5). Recent studies on MPC in building heating systems also 
concluded that minimizing buildings’ total operational costs of energy consumption can 
result in an increase of total energy consumption [15,16]. The studies also showed that an 
increase of energy consumption and activation of demand flexibility corresponds to 
building’s differential price responsiveness over the day and hourly pricing variations  
[15–17]. Thus, real-time markets, which trade day-ahead, intra-day and imbalance electricity 
prices can stimulate load shifting and constitute the degree of demand flexibility [18–21]. 

Moreover, in this work, the MPC framework was developed to maximize demand flexibility.  
In the first experimental case study, the flexibility factor (key performance indicator of 
demand flexibility) was improved from -0.9 to 0.4 for EMPC1Chapter3 and from -0.9 to 0.7 for 
EMPC2Chapter3. In the second experimental case study the flexibility factor was increased from  
0.1 to 0.3 for EMPC1Chapter5 and 0.1 to 0.4 for EMPC2Chapter5. In Chapter 2 (first simulation case 
study), additionally, it was shown that different TES technologies can maximize demand 
flexibility in optimal control (flexibility factor of 0.15 for the TCM tank, of 0.67 for the PCM 
tank and of 0.86 for the water buffer tank compared to a reference situation without TES  
of -1). 
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Thus far, there are still barriers to building adoption of MPC implementation, which primarily 
relates to the willingness to use MPC. The first argument is that MPC is not robust and may 
violate building energy systems or breach energy contracts. In the present second 
experimental case study, HPs’ primary control was not used. Instead, the HPs’ secondary 
control (i.e. soft control) was used and temperature setpoints were overwritten by MPC 
results. In case of inactivity of the MPC, HPs’ settings were reset to initial conditions, which 
indicates that this MPC is robust and reliable. The second argument is that MPC requires 
engineering effort for constructing a system model, which increases MPC investment costs. 
This may be true for MPC applications where a system model is constructed from the ground 
up. In the present experimental case studies, a system model (plug-and-play model) and 
optimization strategy were developed that were highly flexible to adapt to different 
situations, including new system components, and consequently reduces investment costs. 
The third argument is that additional sensors to measure relevant parameters must be 
installed. This is only partly true because current implementations of smart home devices 
and appliances provide a range of sensors, which, in case of accessibility, can be used in data 
analysis to enable MPC. 

(4) What flexibility service creates dynamic optimization of demand flexibility under real-
time pricing? 

To enable flexible operations of building energy management systems, system operators 
provide pricing signals via balancing and spot markets. Thus far, these complex trading 
mechanisms have been a computational burden to real-life applications of optimal control, 
because online optimization in building energy management systems must be solved during 
each negotiation phase. Furthermore, complex trading mechanisms hinder correct 
predictions of a building’s energy consumption above a certain ratio of flexible consumers 
[22]. To facilitate the implementation of advanced control, such as optimal control, a 
flexibility service was developed for existing balancing markets, spot markets, and flexibility 
markets [23] such as local flexibility markets [24]. The developed flexibility service (Chapter 
5) includes a one-way trading mechanism and paves the way for increased application of 
optimal control by reducing computational effort in online optimization. This flexibility 
service aims to adapt energy consumption to errors in the forecasting of renewable energy 
generation. Preferential targets of application are price-based spot markets where dynamic 
modification of day-ahead prices provides dynamic optimization of demand flexibility for a 
notification time of 1 ℎ < 𝑡𝑡 <𝑡𝑡𝑑𝑑ay end. In addition to spot markets, the flexibility service may 
be also applied to reserve markets. Recent studies emphasize the value of demand flexibility 
in reserve markets [25,26]. As reserve markets aim to maintain capacities for unforeseeable 
events, the flexibility service facilitates the provision of capacities to the power grid as a 
condition of its dynamic optimization.  
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More precisely, the flexibility service can ensure a minimum available capacity through its 
dynamic modification of day-ahead prices. However, current spot markets and reserve 
markets are separated to provide additional security [27,28].  

In addition to the four research questions, this work also categorized flexibility indicators  
for use in real-life applications and control of building energy systems. The categorization 
comprises 1) energy and power, 2) energy efficiency, and 3) energy costs. These categories 
show the different characteristics of demand flexibility. The benefits of associating flexibility 
indicators with these categories include the following:  

1) information about power profiles and their integral (area below the curve), which is 
the amount of energy that can be provided to the power grid  

2) efficiency curves provide detailed information on retrofitting and design of new  
energy systems 

3) information about operational costs affecting optimal control of energy systems. 

Flexibility indicators assigned to one of the categories can compare the specific characteristic 
of demand flexibility and quantify the dynamic behaviour of building energy systems and 
their components. Researchers have attempted to aggregate these characteristics in a single 
generic indicator. For example, the flexible performance indicator was introduced, which 
consists of a weighing sum of the response time, the committed power, the recovery time, 
and the actual energy variation [29]. In another example, a generic indicator was developed 
in which demand flexibility is considered as one aspect to enable smart building technologies 
(i.e. the smart-ready built environment indicator) [30,31].  The smart-ready built 
environment indicator and the flexible performance indicator were both designed to provide 
information to policymakers and investors. However, these flexibility indicators are less 
suitable to quantify demand flexibility in the control of building energy systems that include 
online optimization because these generic flexibility indicators consist of performance 
weights that are average values of characteristics such as the response time. As performance 
weights neglect the dynamic effects of buildings’ energy systems, real-life implementations 
require specific flexibility indicators to control demand flexibility.  

Thus far, indicators that quantify flexibility in the framework of optimal control integrate 
reference scenarios and reference curves, which are derived from the acceptable thermal 
comfort. Those reference curves have been retrieved from measurement data. To determine 
reference curves in real-life applications, all possible reference cases need to be measured. 
Alternatively, reference curves can also be quantified using standardized energy 
consumption data.  
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In this thesis, reference curves were simulated to quantify demand flexibility for optimal 
control. As shown in Chapter 3, in periods with optimal control, the system model predicted 
reference curves of minimum comfort, which were simulated at the beginning of the day for 
the following 24 hours. While this is one possible solution, it assumes that reference curves 
are simulated each day for 24 hours. Using such a static approach to determine reference 
curves may lead to inaccurate predictions of reference scenarios. A more flexible approach 
through, for example, innovative performance indicators, may improve quantification of 
demand flexibility for optimal control. 

In this work, the instantaneous power flexibility indicator was defined, which quantifies 
demand flexibility to the power grid in the absence of reference data. The instantaneous 
power flexibility presents the evolution of power during flexibility events, which is retrieved 
from performance maps that fully capture the dynamic behaviour of system components 
such as TES. Optimal control implements these dynamic characteristics and maximizes  
load shifting using TES. As load shifting is crucial to provide flexibility to the power grid,  
for instance, in situations to mitigate errors in solar and wind power forecasting, the 
instantaneous power flexibility recalls details of the discrete features of load shaping, such as 
energy and power. To quantify the instantaneous power flexibility, reference curves from 
conventional controllers are not required. Instead, performance maps were included for 
different cases such as charging and discharging of TES using power-to-heat. Thus, the 
instantaneous power flexibility represents performance maps for all possible flexibility 
events and can visualize optimal control results, including maximizing load shaping. To 
determine the instantaneous power flexibility, the dynamic behaviour of the building energy 
system needs to be predicted, which requires a system model. In this study, the system 
models performed in model-based predictive control frameworks and included both grey-
box and black-box modelling. As other optimal control strategies, such as reinforcement 
learning, do not necessarily employ a system model, the quantification of the instantaneous 
power flexibility is restricted by the mapping of learned control actions. Advanced model-
based reinforcement learning may compensate for this drawback. 

The instantaneous power flexibility can be classified as “energy and power”. Efficiency  
values cannot be retrieved from this indicator. To quantify energy-efficient operations for 
demand flexibility, this work introduced the effective utilization of power-to-heat and TES. 
The effective utilization is the ratio of the maximum capacity during operation to the upper 
capacity limit. Reference curves are not required to quantify the effective utilization. The 
determination of effective utilization can result in adequate actions for retrofitting and 
redesign of building energy systems. It is noted that those results strongly depend on results 
of optimal control decisions, including control signals such as real-time pricing. 
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This thesis demonstrated the application of demand flexibility (i.e. energy flexibility) of 
power-to-heat and thermal energy storage in real-life including the essential steps of 
identification, quantification, and activation of demand flexibility. First, to identify demand 
flexibility, it required to describe in detail the main characteristics of demand flexibility of 
power-to-heat and thermal energy storage for optimal control. Second, to quantify demand 
flexibility, adequate performance indicators were used. Furthermore, performance 
indicators were developed for the use in optimal control. Third, to activate demand 
flexibility, optimal control methods were developed and tested for building heating systems 
including power-to-heat and thermal energy storage. 

An optimal controller was introduced, which was an MPC framework that implemented 
predictions of time-varying dynamics of building and heating systems, weather forecasting 
and grid signal support. Because heating systems including HP and TES mostly slowly respond 
to variations, grid signal support was investigated for a time scale between 5 min and 1 d. To 
provide potential flexibility in relation to the power grid, the MPC framework included price-
based signals (i.e. price-based demand response) that were day-ahead and imbalance 
electricity prices. This makes it possible to participate in real-time markets such as balancing 
markets, spot-markets and flexibility markets. For example, spot markets trade electricity the 
day-ahead up to 1 h before real-time and flexibility markets achieve close to real-time 
regulation of flexibility. 

The activation of buildings’ demand flexibility in real-time markets depends on the 
availability of flexibility, the technical implementation of flexibility and market penetration of 
flexibility services. To date, researchers have developed strategies to deploy flexibility in real-
time power markets. However, many studies have neglected technical implementations and 
lack validations through experimental investigations.  

This thesis demonstrated the activation of buildings’ demand flexibility in real-time markets 
through experimental investigations. In the first experimental case study, a control method 
was introduced and tested (testing period of one day) to maximize demand flexibility in an 
optimal control framework. An objective function was created, where operational costs of 
energy usage were associated with demand flexibility. This makes it possible to include 
control objectives such as load shifting, peak shaving, energy consumption, self-
consumption, grid feed-in, and CO2 emissions. As the developed control method requires 
including various pricing signals, the system operator needs to provide these pricing signals 
to the building’s energy management system. In the second experimental case study, to 
activate buildings’ demand flexibility in real-time markets, a one-way price-based flexibility 
service was developed that can be used in balancing, spot, flexibility and reserve markets. 
This flexibility service was tested (testing period of one day) and validated in an experimental 
case study where demand flexibility was dynamically optimized using the MPC framework.  
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The building’s energy management system implemented the MPC and the one-way trading 
process. The absence of negotiation phases could speed up the real-life application of the 
MPC. For future applications and implementations into existing markets, the one-way 
trading process may stimulate system operators to develop new learning strategies for 
power forecasting.  

This thesis made the step towards activation of demand flexibility of building heating 
systems in relation to the power grid through real-life investigations. To activate flexibility in 
energy systems, more attention must be paid to real-life applications of optimal control and 
the development of innovative flexibility services as these services are crucial steps towards 
flexible electricity markets and flexibility markets. Consequently, establishing flexibility 
markets, including advanced control strategies, is a major milestone in the development of 
demand response strategies and demand-side management programs.
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The successful integration of model-based predictive controllers into real-life applications 
can encourage other researchers to develop and apply innovative control solutions. For 
optimal control, it is noted that researchers primarily use simplified modelling techniques.  
In this thesis, complex and fast performing modelling techniques were developed and 
integrated into an optimal control framework. One may say that optimal control requires 
complex modelling techniques and that simplified modelling techniques are not suitable for 
optimal control. This may be true for real-life applications that require a high prediction 
performance. However, what quality of prediction performance is required to provide robust 
and reliable optimal control of buildings’ demand flexibility in relation to the power grid? 
Therefore, innovative benchmarking methods are needed for optimal control of buildings’ 
demand flexibility. 

This study investigated the demand flexibility of power-to-heat and thermal energy storage 
in relation to the power grid. The demand flexibility of short duration (up to 24 h) was 
determined for TES systems (buffer tanks including water, phase change materials, and 
thermochemical materials). As these TES systems can also be designed to store thermal 
energy of intermediate and long duration (> 24 h), demand flexibility can be provided for a 
prediction horizon of > 24 h. Consequently, can building energy systems implement short-
term, mid-term and seasonal thermal storage capacities to provide demand flexibility?  
And how can advanced control methods such as optimal control regulate building energy 
systems including short-term, mid-term and seasonal storage? One possible solution may be 
the combination of short-term water buffer tanks and seasonal thermochemical heat 
storage. Seasonal storage can be used during periods with high demand and low rate of 
production from renewable sources. During these periods the seasonal storage can be 
discharged by the water buffer tank, which on one hand can exploit the storage capacity of 
the thermochemical reactor and on the other hand, can provide short-term demand 
flexibility. As short-term flexibility in relation to the power grid can also be provided by 
power-to-X such as power-to-gas or electrical batteries, the scheduling of different storage 
technologies will depend on the availability of renewable sources, the technical 
implementation of storage technologies, and the availability of flexibility service and 
markets. Therefore, research activities must focus on real-life implementations and optimal 
control of different storage technologies.  
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The world’s energy systems are experiencing a transition 
towards increased renewable integration. As renewable energy 
generation (such as wind and solar) fluctuates, energy systems 
require possibilities to enable flexible operations in power 
supply and demand. On the demand side, it is required that 
building energy-management systems adapt the energy 
consumption to fluctuations in supply – the so-called demand 
response and demand-side management. One of the greatest 
challenges of demand-side management is the activation 
of flexibility resources that depend on the availability of 
flexibility potentials, the technical implementation and control 
of flexibility, and market penetration of flexibility services. 

This thesis demonstrated the activation of buildings’ demand 
flexibility in real-time power markets through experimental 
investigations. To activate demand flexibility, optimal control 
methods were developed and tested for building heating 
systems including power-to-heat and thermal energy storage. 
An optimal controller was introduced, which was a Model 
Predictive Control framework that implemented predictions of 
time-varying dynamics of building and heating systems, weather 
forecasting and grid signal support. This made it possible to 
apply innovative control methods and flexibility services that 
enable optimal control of buildings’ demand flexibility. 
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